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A B S T R A C T   

Semantic segmentation of remote sensing imagery has been employed in many applications and is a key research 
topic for decades. With the success of deep learning methods in the field of computer vision, researchers have 
made a great effort to transfer their superior performance to the field of remote sensing image analysis. This 
paper starts with a summary of the fundamental deep neural network architectures and reviews the most recent 
developments of deep learning methods for semantic segmentation of remote sensing imagery including non- 
conventional data such as hyperspectral images and point clouds. In our review of the literature, we identi
fied three major challenges faced by researchers and summarize the innovative development to address them. As 
tremendous efforts have been devoted to advancing pixel-level accuracy, the emerged deep learning methods 
demonstrated much-improved performance on several public data sets. As to handling the non-conventional, 
unstructured point cloud and rich spectral imagery, the performance of the state-of-the-art methods is, on 
average, inferior to that of the satellite imagery. Such a performance gap also exists in learning from small data 
sets. In particular, the limited non-conventional remote sensing data sets with labels is an obstacle to developing 
and evaluating new deep learning methods.   

1. Introduction 

Semantic image segmentation is a fundamental task in computer 
vision that assigns a label to each pixel, a.k.a. pixel-level classification. It 
serves as a vital component in computer vision-based applications 
including lane analysis for autonomous vehicles (Fischer, Azimi, Ros
chlaub, & Krauß, 2018) and geolocalization for Unmanned Aerial Ve
hicles (Nassar, Amer, ElHakim, & ElHelw, 2018). In contrast to making a 
prediction for an image, semantic segmentation generates a fine-grained 
delineation of objects that embeds their spatial information. As the se
mantic segmentation techniques continuously advance, they have been 
employed to address remote sensing problems that are diverse and data- 
rich in nature (Ball, Anderson, & Chan, 2017). Examples of semantic 
segmentation of remote sensing imagery include environmental moni
toring (Blaschke, Lang, Lorup, Strobl, & Zeil, 2000; Yuan & Sarma, 
2011), crop cover and type analysis (Yang, Chen, Yuan, & Liu, 2016; 
Kussul, Lavreniuk, Skakun, & Shelestov, 2017; Jadhav & Singh, 2018), 
tree species in forests (Dechesne, Mallet, Le Bris, & Gouet-Brunet, 2017), 
building classification and land use analysis in urban spaces 

(Rottensteiner et al., 2012; Volpi & Ferrari, 2015; Fang, Yuan, Wang, 
Liu, & Luo, 2018). 

In the past decade, deep learning methods have demonstrated much 
superior performance in many traditional computer vision applications 
including object classification (Liu, Deng, & Yang, 2018; Shi, Yuan, 
Elhoseny, & Yuan, 2020), detection (Yuan, Xie, & Abouelenien, 2018), 
and semantic segmentation (Long, Shelhamer, & Darrell, 2015; Noh, 
Hong, & Han, 2015; Badrinarayanan, Kendall, & Cipolla, 2017; Chen, 
Papandreou, Kokkinos, Murphy, & Yuille, 2018). Deep learning methods 
automatically derive features that are tailored for the targeted classifi
cation tasks, which makes such methods better choices for handling 
complicated scenarios. The great success in other domains excited the 
adoption and extension of deep learning methods for the problems in the 
field of remote sensing. Despite decades of efforts, assigning meaningful 
labels to the elements of a remote sensing image is still very challenging. 
Considering the enormous quantity and a large number of modalities of 
the remote sensing data, the in-the-loop feature extraction and learning 
methods facilitated by deep neural networks could be of great benefit to 
researchers and practitioners that are knowledgeable in geosciences and 
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need less programming-intensive tools for high-level data analysis. 
Reviews of deep learning methods for remote sensing problems have 

been conducted in the past years. Zhang, Zhang, and Du (2016) 
reviewed the fundamental deep learning techniques including con
volutional neural networks (CNNs), autoencoders, and restricted Boltz
mann machines, and gave a technical tutorial on the design of deep 
neural network-based methods for target recognition and scene under
standing from satellite imagery. A follow-up survey by Zhu et al. (2017) 
reviewed additional deep neural network architectures such as recurrent 
neural networks and covered a number of applications in the field of 
remote sensing. Ball et al. (2017) presented a review of the deep learning 
methods applied to applications such as anomaly detection, disaster 
analysis, and assessment, land cover classification, and segmentation. 

Most recently, there are reviews on semantic image segmentation 
using deep learning methods (Liu et al., 2018; Guo, Liu, Georgiou, & 
Lew, 2018; Ajmal et al., 2018; Yu et al., 2018; Garcia-Garcia et al., 2018; 
Hoeser & Kuenzer, 2020). Guo et al. (2018) reviewed deep learning 
architectures for semantic segmentation of optical images and provided 
a categorical view of the existing methods. Liu et al. (2018) summarized 
methods based on deep neural networks from the architectural aspects 
such as means of up-sampling, convolution approaches, weakly- 
supervised and unsupervised methods, etc. In addition to five deep 
learning architectures, Garcia-Garcia et al. (2018) reviewed the methods 
for semantic segmentation and data sets used for evaluation. This study 
presented error metrics adopted for performance analysis and gave a 
quantitative comparison in terms of time, memory footprint, and accu
racy of the existing methods for image and video semantic segmentation 
(Ajmal et al., 2018; Yu et al., 2018). Ma et al. (2019) reviewed deep 
learning methods for remote sensing in terms of study targets, deep 
learning models, image resolution, type of study area, and level of 
classification accuracy. The review provides a summary of publications 
and applications with respect to venues and years. Hoeser and Kuenzer 
(2020) gave a detailed review of deep learning methods for Earth 
observation data. The focus is on object detection with a gentle coverage 
of image segmentation. 

The aforementioned reviews focus on recent development on deep 
neural networks and the applications to remote sensing imagery in 
general. To the best of our knowledge, there is no extensive survey that 
covers the deep learning methods for semantic segmentation of remote 
sensing imagery. As new deep learning methods emerge quickly in 
recent years, it is necessary to summarize the development and provide 
scholars and practitioners a comprehensive review as well as identify 
open challenges in the semantic segmentation of remote sensing 
imagery. 

The rest of this paper is organized as follows. Section 2 presents the 
variants of convolutional neural network architectures designed for se
mantic image segmentation and the fundamental ideas of these archi
tectures. Section 3 discusses the open challenges and the developments 
of deep learning methods to address these challenges for semantic seg
mentation of remote sensing imagery. Section 4 concludes this review 
with a summary. 

2. CNN Architectures for semantic segmentation 

There have been a number of deep network architectures devised for 
image classification and segmentation. This section first gives a brief 
introduction of the fundamental ideas of CNNs and then we focus on 
variants of CNN designed toward semantic segmentation and present 
their network structures and key ideas. This section also includes deep 
learning architectures that are not directly applicable to semantic seg
mentation problems, but their ideas have been adopted in a few methods 
in the field of remote sensing. 

2.1. AlexNet, VGGNet, and GoogLeNet 

AlexNet (Krizhevsky, Sutskever, & Hinton, 2012), VGGNet 

(Simonyan & Zisserman, 2015), and GoogLeNet (Szegedy et al., 2015) 
are three deep neural networks designed for image classification. Many 
of the later developments are built upon them, and the fundamental 
ideas in these architectures support the development of the deep 
network architectures for semantic segmentation. Hence, we briefly 
review these networks and the key components to lay the ground for 
further discussions. 

AlexNet (Krizhevsky et al., 2012) consists of five convolutional layers 
and three fully-connected layers. Fig. 1(a) depicts the network archi
tecture of AlexNet. The convolutional layers are also known as feature 
extraction layers. There is a pooling layer in between two adjacent 
convolutional layers, which aims at reducing dimensionality and hence 
reducing the computational complexity. Common pooling schemes 
include max pooling and average pooling. In AlexNet, max pooling is 
used, which computes the largest value of the image covered by the filter 
and discards the noisy components in the filter window. 

In AlexNet, the first and the second convolutional layers apply filters 
of size 11 × 11 and 5 × 5 for feature extraction, and the other three 
convolutional layers use a filter of a smaller size 3 × 3. The idea of 
various filter sizes is to accommodate an object on different scales. The 
fully-connected layers take flattened feature vectors as input and learn a 
classification function. 

AlexNet pioneers of the evolution of CNNs in three aspects:  

(1) it applies the non-saturating Rectified Linear Unit (ReLU): 

f (x) = max(x, 0).

This activation function is computationally efficient because only 
a comparison operation is performed.  
(2) it applies the overlapping max pooling, i.e., the stride (or step 

size) of each filtering operation is less than the size of the filter.  
(3) it introduces the dropout technique in the fully-connected layers 

to reduce overfitting, which randomly assigns zero to the output 
following a probability of 0.5. 

VGGNet (Simonyan & Zisserman, 2015) consists of a number of 
convolutional layers and three fully connected layers. Fig. 1(b) illus
trates a VGG-16 network structure. By varying the number of convolu
tional layers, a suite of VGGNets can be created, e.g., VGG-11 and VGG- 
16. A significant difference from AlexNet is that VGGNet employs filters 
of size 3 × 3 in the convolutional layers (Lin, Chen, & Yan, 2014). In 
addition, the stride of convolution is one pixel. Spatial padding is used to 
preserve the spatial resolution, i.e. the padding is one pixel for the 3 × 3 
convolutional layer. The max-pooling is performed over a 2 × 2 window 
with a stride of two pixels. For each neuron in the hidden layers, the 
ReLU activation function is used. 

The employment of small filters by VGGNets reduces the number of 
weights of the network and hence the training complexity. The multiple 
convolutional layers followed by a max-pooling result in a very similar 
effect in comparison to the employment of a large filter as used in 
AlexNet. The simplification of the convolutional layers allows a greater 
number of network depth and enables improved accuracy. The extracted 
features from the convolutional layers form a hierarchy of scales and the 
network performs well in many tasks such as semantic segmentation and 
target detection (Gatys, Ecker, & Bethge, 2016). The features can be 
used by other classifiers such as support vector machines without fine- 
tuning (Penatti, Nogueira, & dos Santos, 2015). 

GoogLeNet (Szegedy et al., 2015) differs from other variants of CNN 
in three aspects: the employment of an inception module, auxiliary 
classifiers at the training stage, and usage of one fully connected layer. 
Fig. 1(c) illustrates a GoogLeNet structure. The inception model applies 
filters of three sizes: 1 × 1, 3 × 3, 5 × 5 to the input and concatenates the 
filtering results with the max-pooling result. A naive version of the 
inception model is shown in Fig. 1(d). Max pooling is used between 
inception modules, and an average pooling (Lin et al., 2014) that 
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employs dropout is used after the last inception module. 
The nine inception modules and three convolutional layers make 

GoogLeNet fairly deep. Given such a relatively large depth of the 
network, the effectiveness of propagating gradients through layers be
comes a concern. To address this issue, GoogLeNet adds auxiliary clas
sifiers to the intermediate layers. These auxiliary classifiers take the 
form of small convolutional networks and take the output of the 
Inception modules. During training, the loss from these classifiers is 
added to the total loss of the network. In the prediction phase, the 
auxiliary classifiers are excluded from making decisions. 

2.2. Fully Convolutional Network 

Long et al. (Long et al., 2015; Shelhamer, Long, & Darrell, 2017) 
extended AlexNet (Krizhevsky et al., 2012), VGGNet (Simonyan & Zis
serman, 2015) and GoogLeNet (Szegedy et al., 2015) and developed 
Fully Convolutional Network (FCN) for image semantic segmentation. 
The general idea of FCN consists of three steps: multi-layer convolution, 
deconvolution, and fusion. FCN replaces the fully connected layers with 
convolutional layers. Specifically, a 1 × 1 convolution (a.k.a. pixel-wise 
convolution) is used to compute a score for each class in an image. 

Because of the pooling operations that follow the convolutional layers, 
the output has a smaller size than the input image. 

To recover the size of the original image, which is a key requirement 
of the segmentation process, deconvolution is used to bilinearly 
upsample these coarse outputs. The deconvolution process follows the 
same mechanism of the convolution process but operates to ‘enlarge’ the 
input by padding the matrix and integrating the elements within a 
deconvolution filter. The stride (or the step size) of the deconvolution is 
inverse proportional to the upsampling factor. Hence, the outcome from 
deconvolution consists of a label matrix of an improved scale. 

Despite the recovery of the size of the original image using decon
volution, the class scores are diluted and details are lost. To recuperate 
the spatial details, a skip architecture is used to combine semantic in
formation extracted from a deep layer with location details from its 
previous layers to produce the final segmentation. The upsampled deep 
layer is fused with the output of a shallow layer by element-wise addi
tion. Fig. 2 gives an illustration of the fusion process. 

2.3. U-Net 

U-Net (Ronneberger, Fischer, & Brox, 2015) aims at image 

Fig. 1. The schematic network architectures of AlexNet, VGGNet, and GoogLeNet. To highlight the most significant ideas, we omit the details of each layer and adopt 
the following abbreviations for the building blocks of the network: Con.N denotes a convolutional layer using N × N filters; the number in parenthesis indicates the 
number of consecutive layers; and triangles and solid triangles represent max and average pooling processes, respectively. 
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segmentation using a small training data set. Fig. 3 depicts the network 
architecture of the U-Net. The network consists of convolution and 
deconvolution layers. The convolution layers apply two 3 × 3 filters and 
the outputs are processed with ReLU followed by max pooling. The 
stride of this max pooling is two, which generates a downsampled out
puts. However, the number of feature channels doubles at every step in 
the convolutional layers. In the deconvolution layers, the feature map is 
upsampled and a 2 × 2 convolution is applied to reduce the number of 
features. The feature maps generated by convolution layers are cropped 
to the size of the input. The cropping operation deals with the loss of 
border pixels in the convolution process and makes the dimension of the 
convolution results consistent with that of the deconvolution results. 
The cropped feature maps are stacked with the deconvolution results via 
shortcut connections. The network applies a 1 × 1 convolution to the 
feature map to label pixels and generates the segmentation result. 

2.4. SegNet 

SegNet (Badrinarayanan et al., 2017) consists of two sub-networks: 
an encoder and a decoder network. The encoder network in SegNet is 
structured contains a number of convolution and max pooling opera
tions to extract features, which follows the architecture of FCNs. The 
deeper layer of this network extracts features of greater semantic 
meanings. Yet, the spatial information in the output of deeper layers 
becomes ambiguous. To address this issue, SegNet stores the element 
index (i.e., location of an element within the filter window) and uses it in 
the upsampling process of the decoder network. 

The decoder network follows a symmetric structure to the encoder 
network. It maps low-resolution features to the higher resolution ver
sions via convolutions and guided upsampling processes using the 
pooling index from the encoder network. For instance, a 2 × 2 low- 
resolution feature map is scaled up to a 4 × 4 matrix filled with zeros. 
The contents of the 2 × 2 map are placed to the location where they are 

pooled from the 4 × 4 matrix in the corresponding encoder layer. Such 
reuse of the pooling index helps to recover the spatial information and 
improve the boundary accuracy. It shares a similar architecture to U-Net 
but differs in that U-Net transfers the extracted features to the corre
sponding decoders, which are then concatenated into upsampled feature 
maps. The schematic network architecture of SegNet is shown in Fig. 4. 

2.5. DeepLab 

DeepLab (Chen et al., 2018) extends FCN and employs atrous 
convolution that enlarges the scope of filters to incorporate image 
context in a larger neighborhood and, hence, enables explicit control of 
the resolution of feature responses. Fig. 5 illustrate the idea of atrous 
convolution. The atrous convolution takes the form of 

y(a) =
∑K

p=1
w(p)x(a+ rp)

where a is the index of the element of the input/output path, p is the 
offset of the index of the element of the filter window, w(p) is the weight 
to the element p, and r is the sampling rate to the input x. When r = 1, 
the atrous convolution degenerates to the conventional convolution. 
Atrous convolution is used to replace convolutional layers with r > 1. An 
advantage of atrous convolution is the capability of using a larger filter 
but maintaining the count of network parameters. Atrous Spatial Pyra
mid Pooling (ASPP) applies several atrous convolutions using the same 
kernel but with different sampling rates. The outputs from all convolu
tions are combined with addition. 

The employment of downsampling and max pooling operations 
makes the segmentation results prone to losing fine details. To improve 
the spatial localization of segmentation, especially boundary details, 
DeepLab applies Conditional Random Field (CRF). A fully connected 
CRF is applied to the network output after bi-linear interpolation. The 

Fig. 2. The fusion process of FCN to recover the fine details of the segmentation results.  

Fig. 3. The schematic network architecture of U-Net.  
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CRF employs the energy function that consists of two components: a 
pairwise potential and a unary potential. The pairwise potential follows 
the form presented in (Krähenbühl & Koltun, 2011) that penalizes the 
nodes with distinct labels. This potential integrates a Gaussian kernel for 
both color and pixel coordinates and another Gaussian kernel for pixel 
positions via a weighted summation. The unary potential encodes the 
label assignment probability for each pixel. The fully connected CRF is 
trained separately from the rest of the network. 

Besides DeepLab, DeepLab V3 (Chen, Papandreou, Schroff, & Adam, 
2017) and DeepLab V3+ (Chen, Zhu, Papandreou, Schroff, & Adam, 
2018) are developed. Different from DeepLab, DeepLab V3 (Chen et al., 
2017) uses multiple consecutive atrous convolutions with different 
sampling rates. In ASPP, it applies global average pooling on the last 
feature map of the model, feeds the features to a 1 × 1 convolution with 
256 filters, and performs bilinearly upsample to recover the desired 
spatial size. In addition, DeepLab V3 abandons CRF. Instead, the features 
are concatenated and aggregated with a 1 × 1 convolution before 
computing the prediction scores. DeepLab V3+ (Chen et al., 2018) adds 
a decoder module to the DeepLabV3 network to refine the boundary 
details. The method applies a separable, depth-wise convolution in the 
decoder modules and the ASPP pooling. For each input channel, a depth- 
wise, spatial convolution is performed. In addition, the outputs from 
depth-wise convolutions are combined with a 1 × 1 convolution 
operation. 

2.6. Other deep learning methods 

Besides the aforementioned CNN architectures, there are other de
velopments that have been adopted or extended for remote sensing 
image segmentation to address issues such as computational complexity. 
Specifically, we have seen ideas from ResNet (He, Zhang, Ren, & Sun, 
2016), Densely Connected Convolutional Network (DenseNet) (Huang, 
Liu, van der Maaten, & Weinberger, 2017), and ShuffleNet (Zhang, 

Zhou, Lin, & Sun, 2018) used by researchers in their designs of the 
network for semantic segmentation of remote sensing data (Liu et al., 
2018; Chen et al., 2018; Chen et al., 2018; Pan, Gao, Zhang, Yang, & 
Liao, 2018; Fang, Li, Zhang, & Chan, 2019). We briefly summarize these 
architectures in this section. 

Similar to VGGNet, ResNet (He et al., 2016) has a suite of network 
structures with a different number of layers. Fig. 6(a) depicts the 
network diagram of a ResNet34. Besides one convolutional layer that 
uses a 7 × 7 filter and a single fully-connected layer, the rest of a ResNet 
is constructed with residual modules, which consists of two 3 × 3 filters 
and a shortcut connection to add the input to the convolution results. 
The diagram of a residual module is shown in Fig. 6(b). Similar to 
GoogLeNet, one average pooling is used after the last residual module. 
The classification is achieved with a softmax layer. ResNet differs from 
the other network architecture in that it learns a residual mapping with 
shortcut connections, which allows the construction of very deep 
networks. 

DenseNet extends ResNet by introducing connections from one layer 
to its subsequent layers, which increases information flow and feature 
reusing (Huang et al., 2017). A flowchart of the DenseNet is shown in 
Fig. 6(d). The building block of a DenseNet, namely dense block, consists 
of layers of stacked two filters (a 3 × 3 filter followed by a 1 × 1 filter). 
Each layer receives input from every previous layer including the input 
layer. Four dense blocks are connected with a 1 × 1 convolutional layer 
for feature reduction. The design of DenseNet aims to address the van
ishing gradient problem and enable feature reuse. This leads to a fewer 
number of features per layer, and hence fewer parameters to learn. 

ShuffleNet (Zhang et al., 2018) improves the computational effi
ciency by leveraging group convolutions (Krizhevsky et al., 2012) to 
reduce the computation complexity of 1 × 1 convolutions and uses 
channel shuffle to help the information flow across feature channels. 
Fig. 6(c) depicts the network structure. The group convolution divides 
the computation into multiple independent shares to be processed in 
parallel, e.g., using GPU processing. The outputs from the group con
volutions are reorganized into a matrix, where the number of rows in 
this matrix equals the group count and the number of columns equals the 
channel count. In a ShuffleNet Unit, the 3 × 3 convolution is replaced 
with depth-wise convolution (Chollet, 2017) (separable convolution on 
each channel). The second group convolution restores channel dimen
sion to match the residual for concatenation. 

Table 1 summarizes a list of methods that extend the aforementioned 
CNN architectures for semantic segmentation of remote sensing images. 
There are many other CNN-based methods that integrate several ideas or 
inherit FCN architecture but aim at processing non-traditional imagery 
data are not included in this table and will be discussed later. 

3. Deep Learning Methods for Semantic Segmentation of Remote 
Sensing Imagery 

Inspired by the superior performance and explosion of new 

Fig. 4. The schematic network architecture of SegNet.  

Fig. 5. A one-dimensional illustration of atrous convolution. The light blue 
cells depict the input and the dark blue cells depict the output. Two elements 
are padded on both ends of the input as shown with gray cells. The filter size is 
three (as shown in green). The sampling rate is two and hence a zero is inserted 
into every adjacent element in the filter kernel. (For interpretation of the ref
erences to color in this figure legend, the reader is referred to the web version of 
this article.) 
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architectures of CNNs, great efforts have been devoted to transfer the 
success of deep learning methods to the segmentation of remote sensing 
data (Liu et al., 2018; Guo et al., 2018; Ajmal et al., 2018; Garcia-Garcia 
et al., 2018). Our survey of the literature reveals the following major 
challenges that require investigation and development of novel 
methods:  

(1) demand for pixel-level accuracy,  
(2) analysis of non-conventional data, and  
(3) lack of training examples. 

Every pixel in an image has a semantic meaning, which makes 
remote sensing imagery differ significantly from scenic and portrait 
images available in most public image databases such as PASCAL VOC 
(Zhao & Du, 2016). Besides the conventional “objects” of interest, e.g., 
buildings and bridges, remote sensing images contain semantically 
meaningful “background” such as water bodies, roads, and open fields. 
Such objects and background need accurate delineation to facilitate 
further extraction of geometric properties such as width and perimeter 
(Dechesne et al., 2017; Rottensteiner et al., 2012; Volpi & Ferrari, 2015). 
Hence, pixel-level spatial accuracy, especially at the boundary of 
different objects, is the utmost goal for semantic segmentation of remote 
sensing imagery (Liu et al., 2018; Marmanis et al., 2018). 

Besides the conventional three-channel raster images, point clouds, 
and data with a large number of channels (e.g., hyperspectral images) 
are common modalities of remote sensing data. Designed for the 
convolution of the raster matrix, automated learning from disordered 3D 
points using the deep neural network is non-trivial. Point clouds are 

unevenly distributed in the space. Applying convolution operation is not 
straight forward and classifying every point is also difficult, especially in 
urban scenes with a variety of objects, scales, and occlusions. Another 
non-conventional data modality is Hyperspectral Images (HSI), which 
usually have dozens, if not hundreds, of channels that capture rich 
spectral information. A large number of channels make it difficult if not 
impossible to apply the existing deep learning frameworks for semantic 
segmentation (Ball et al., 2017; Signoroni, Savardi, Baronio, & Benini, 
2019). 

Lack of training examples despite a large volume of imagery is a 
common issue (Ma, Wang, & Wang, 2016; Kemker, Luu, & Kanan, 
2018). Training a high quality deep neural network model requires an 
enormous number of examples. In addition, generating such a training 
set is extraordinarily tedious and labor-intensive (Gao et al., 2019). 
Strictly speaking, this is a challenge faced in many real-world applica
tions that leverage deep learning methods. However, unlike scenic im
ages, remote sensing imagery usually require professionals with 
extensive training to achieve satisfactory accuracy in the delineation (i. 
e., labeling) of various objects, and the crowdsourcing strategy used to 
successfully label massive scenic images is not always applicable to the 
processing of remote sensing imagery. 

In the rest of this section, we organize our discussions around the 
three challenges we are facing in the semantic segmentation of remote 
sensing imagery and the deep learning methods proposed to address 
them. 

3.1. Methods towards pixel-level accuracy 

To avoid loss of spatial details from convolution and hence achieve 
pixel-level accuracy, three strategies have been explored: combining 
multiscale features, fusing data of different modalities, and enhancing 
the resulted segmentation with post-processing techniques. In the rest of 
this section, we review the methods relevant to each strategy and 
explain the key ideas. 

3.1.1. Multiscale strategy 
To achieve pixel-level accuracy, dilated convolutions (Yu & Koltun, 

2016), a.k.a., atrous convolution, are often used, in which the elements 
at noncontiguous positions in a kernel are integrated to increase the 
amount of spatial context. Zhao and Du (2016) proposed a multiscale 
convolutional neural network (MCNN) to learn deep features of spatial 
relationships. MCNN constructs a pyramid structure from the image, 
which presents spatial features at different scales. The high-level spatial 
features are concatenated with spectral features to form a data set for 
training a logistic regression. The final results are produced with ma
jority voting. Längkvist, Kiselev, Alirezaie, and Loutfi (2016) employed 

Fig. 6. The architecture of ResNet34, residual module, DenseNet, and ShuffleNet.  

Table 1 
Methods that extend CNN architectures for semantic segmentation of remote 
sensing imagery.  

CNN Method 

FCN Kampffmeyer et al. (2016), Maggiori et al. (2017), Fu et al. (2017), 
Henry et al. (2018), Marmanis et al. (2018), Sun and Wang (2018),† Pan 
et al. (2018)*‡

SegNet Audebert et al. (2016), Liu et al. (2018), Cheng et al. (2017), Marmanis 
et al. (2016), Audebert et al. (2018)†

U-Net Zhang et al. (2018), Henry et al. (2018), Xu et al. (2018), Wang et al. 
(2017), Wu et al. (2018), Li et al. (2018) 

DeepLab Arief et al. (2018), Liu et al. (2018), Henry et al. (2018), Chen et al. 
(2018),* Liu et al. (2018) 

DenseNet Fang et al. (2019)  

‡ DenseNet idea is used. 
* ShuffleNet idea is used. 
† ResNet is used. 
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four convolutional neural networks in parallel, each of which focuses on 
a contextual size. The mid-level features with semantic meanings (i.e., 
objects) are derived from low-level features. The fully-connected layers 
are fine-tuned using backpropagation. The filters in CNN are pre- 
trained. Audebert, Le Saux, and Lefèvre (2016) extended SegNet by 
introducing three parallel convolution layers that apply filters with 
kernel sizes at 3 × 3, 5 × 5, and 7 × 7. The predictions from these layers 
are aggregated via averaging the receptive cells of different scales. To 
handle both large manmade and fine-structured objects simultaneously, 
Liu et al. (2018) proposed a self-cascaded network that uses dilated 
convolutions (Yu & Koltun, 2016) for multi-scale representation on the 
last layer of the encoder. Besides including a larger scope of contextual 
information, multi-scale representation integrates hierarchical de
pendencies of the context. A number of dilation rates are used to extract 
scaled features, the results of which are aggregated in a coarse-to-fine 
manner with skip connections from the encoder to achieve a refined 
target object. Chen et al. (2018) extended shuffling CNNs for the seg
mentation of aerial images. A shuffling operator is used to convert low- 
resolution feature maps from downsampling to a higher resolution 
version. To make a prediction for pixels in an overlapped region, de
cisions of the nearest patches are used and score maps are aggregated via 
average for the final segmentation. Wu et al. (2018) proposed a multi- 
constraint, fully convolutional network for building segmentation, 
which adopts U-Net (Ronneberger et al., 2015) architecture with scale 
constraints for the intermediate layers. These constraints are computed 
based on the prediction at different layers in the decoder and the cor
responding ground truth. Zhang et al. (2018) constructed a convolu
tional encoder neural networks consisting of two layers: the first layer 
has two sets of convolutional kernels for extracting the features of 
farmland and woodland and the second layer consists of two encoders 
that use nonlinear functions to encode the learned features and map the 
encoding results to the corresponding category. 

Alternatively, deconvolution and skip strategy are employed to 
interpolate and upsample the output to achieve the spatial details. Chen 
et al. (2018) proposed DeepLab semantic segmentation network to 
mitigate the loss of details from downsampling using atrous spatial 
pyramid pooling, which delineates objects at various scales by probing 
the previous convolutional layer with filters at several sampling rates. Li 
et al. (2018) extended U-Net using DownBlocks (two convolution layers 
concatenated through a ReLU layer) in the contracting path and using 
UpBlocks (two convolutional layers followed by an upsampling layer) in 
the expansion path. These two units are similar to the residual units in 
the deep Residual U-Net (Zhang, Liu, & Wang, 2018), but contain two 
convolution layers with a fixed number of channels. High-resolution 
feature maps are generated from the upsampled outputs and a succes
sive convolution layer learns to combine the outputs. In the DownBlock 
layers, features fed into a convolution layer are integrated with the 
outputs of this convolution layer using addition. The same integration 
strategy is applied to the UpBlock layers. Chen et al. (2018) developed a 
symmetrical encoder-decoder network from fully convolutional net
works with shortcut blocks. The decoders generate boundary locations 
and labeling results from features extracted by the encoders. The 
shortcut block is a convolutional layer that uses a point-wise filter and a 
batch normalization layer (He et al., 2016). Henry, Azimi, and Merkle 
(2018) applied fully convolutional neural networks including FCN-8s 
based on VGG-19, Deep Residual U-Net, and DeepLabv3+ (Chen et al., 
2018) for road segmentation. 

Another idea for improving accuracy is integrating edge maps into 
the segmentation process. Cheng, Meng, Xiang, and Pan (2017) 
extended SegNet and proposed an edge-aware convolutional network by 
constructing an edge detection network and a segmentation network. 
Semantic features in different scales are extracted with the segmentation 
network, which is used in the training of the edge detection network. 
The edge map from the edge detection network is used to fine-tune the 
network. Similarly, Marmanis et al. (2018) extended the SegNet 
encoder-decoder architecture by adding boundary detection, which 

makes object boundaries explicit in the form of pixel-wise contour 
likelihood in the model. Xu, Wu, Xie, and Chen (2018) applied ResNet 
and used a ‘guide’ filter (He, Sun, & Tang, 2013) for building extraction 
from images. The guided filter is an edge-preserving smoothing tech
nique that involves the original image as the guidance and a filtering 
image. The guidance image is used to optimize object boundaries. The 
guided filter is employed at the layer of the network to improve the 
segmentation accuracy by learning linear transformation from the input 
of the filter and the desired output. Audebert, Boulch, Le Saux, and 
Lefevre (2019) leveraged multi-task learning (Ruder, 2017) and com
bined negative log-likelihood loss and L1 loss to achieve a better 
structured semantic map. The proposed method computes the distance 
transform on the label masks and trains an FCN in a multi-task setting of 
learning classification and distance regression. Diakogiannis, Waldner, 
Caccetta, and Wu (2020) proposed ResUNet-a that uses a UNet encoder/ 
decoder backbone that combines residual connections, atrous convolu
tions, pyramid scene parsing pooling, and multi-tasking inference. The 
proposed method infers object boundaries, the distance transform of the 
segmentation mask, the segmentation mask, and a reconstruction of the 
input. 

3.1.2. Fusion based strategies 
The idea of integrating geometry and spectral information to 

improve segmentation accuracy is increasingly popular given the 
availability of drastically different, geo-registered data in the remote 
sensing field. When the input data are of similar structure or represen
tation, feature level fusion is usually performed. Marmanis et al. (2016) 
proposed an ensemble of FCNs following the VGG-16 architecture. Each 
FCN is trained with a different initialization from ImageNet (Russa
kovsky et al., 2015), Pascal VOC (Everingham, Van Gool, Williams, 
Winn, & Zisserman, 2010), and Places (Zhou, Lapedriza, Xiao, Torralba, 
& Oliva, 2014) data sets. The predictions are combined with average. 
The method employs a skip connection from the early layer to retain fine 
boundary details. Maggiori, Tarabalka, Charpiat, and Alliez (2017) 
extracted intermediate features from the network at various resolutions. 
The method leveraged neural networks to learn an optimal way of 
combining features and make the final classification. The proposed 
method consists of a feature extraction step to get a subset of features of 
intermediate resolution from the network, from which a higher resolu
tion feature map is generated via an upsampling process. 

When the input data are of different structures, a separate network is 
usually used to handle each data type and fusion happens at the classi
fication stage. In the ensemble of FCNs (Marmanis et al., 2016), the 
incorporation of height information from the Digital Elevation Model 
(DEM) using the same FCN architecture is performed by merging the 
outputs at the very last layer. Marmanis et al. (2018) used two SegNets 
in parallel: one for color channels and the other for DEM. The network 
for color channels is initialized by training a SegNet with the Pascal data 
set. The network for elevation processes DSM and normalized DSM. The 
initialization of this network is performed with randomization but it 
maintains the magnitude of gradients roughly the same across layers 
(Glorot & Bengio, 2010). The outputs from these two networks are 
concatenated and processed with a point-wise convolution layer to 
combine the feature responses and generate a classification score for 
every class. Audebert, Le Saux, and Lefèvre (2018) applied FCNs to 
extract semantic feature maps at multiple resolutions and extend the 
method to integrate DSM generated from Light Detection and Ranging 
(LiDAR) point clouds. Two fusion strategies were developed: early 
fusion with FuseNet at the encoder stages and late fusion using residual 
correction. The late fusion strategy aims at addressing topological 
inconsistency among the input data such as 3D point clouds and 2D 
images. Two fully convolutional networks with residual connections for 
2D images and 3D point clouds are trained on the respective source of 
data. The classification outputs are fused with average to obtain a 
smooth map. The correction modules are re-trained following a residual 
strategy. Yousefhussien, Kelbe, Ientilucci, and Salvaggio (2018) 
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presented a modified FCN that processes normalized point clouds and 
the corresponding spectral data to make classification of each point. 
Features are extracted from geo-referenced point clouds of LiDAR data 
or multiple-view imagery. 

Alternatively, features from one type of data are used as auxiliary 
information to assist the segmentation of images. Wang, Wang, Zhang, 
Xiang, and Pan (2017) proposed a method that uses a gate mechanism to 
integrate the features. The gate mechanism is implemented with entropy 
maps to compute weights to feature maps in the integration. The 
application of gates allows the network to focus on the pixels that 
receive confusing decisions across layers as well as to integrate the de
tails from the earlier network layers to improve the classification ac
curacy of these pixels. Sun and Wang (2018) introduced the maximum 
fusion to generate an initial segmentation from the color images and 
used a DSM backend to correct erroneous segmentation produced by an 
FCN. The DSM backend computes the elevation difference of each pixel 
to the surrounding ground. It removes false top-hats and false ground 
pixels. 

3.1.3. Post-processing techniques 
Post-processing techniques are usually used to refine the segmenta

tion results for improved classification accuracy and smooth object 
boundary (Kemker, Salvaggio, & Kanan, 2018). The intuition is that the 
labels of the adjacent pixels are strongly correlated because of the spatial 
continuity of objects. If nearby segments are classified into the same 
class, these segments are likely to be merged as one object. Following 
this idea, Simple Linear Iterative Clustering (SLIC) superpixel segmen
tation (Achanta et al., 2012) has been used. Längkvist et al., 2016 
smoothed the segmentation map using the pre-generated superpixels 
from SLIC. The class of each pixel is corrected using the average clas
sifications of pixels in each superpixel of the RGB channels. Alshehhi, 
Marpu, Woon, and Dalla Mura (2017) used color similarity and spatial 
proximity based on pixel coordinates and applied SLIC to generate an 
initial image segmentation result. The shape features including 
compactness, elongation, asymmetry, and density of adjacent super
pixels are used to merge discontinued segments of the same objects. 

Another widely adopted post-processing technique is Conditional 
Random Fields (CRFs) (Chen et al., 2018; Zheng et al., 2015; Fu, Liu, 
Zhou, Sun, & Zhang, 2017; Henry et al., 2018; Liu et al., 2018; Pan et al., 
2018). In this technique, the unary potential is the class labels produced 
by the network and the pairwise potential takes the input image that 
includes both location and spectral information (Fu et al., 2017). The 
mean-field approximation method is employed to reach a solution for 
CRF models, and the class label of each pixel is refined following the 
position-color constraints. Henry et al. (2018) applied fully connected 
CRFs that optimizes an energy function that consists of spatial potential 
and a correlation potential based on color information to suppress the 
inconsistency in the road segmentation. Liu et al. (2018) studied the 
impact of CRF on remote sensing image segmentation. Objects with a 
relatively narrow shape such as roads appeared to have a degraded ac
curacy, whereas large, open areas received a boost with reduced 
misclassification and smoothed boundary. Pan et al. (2018) adopted 
fully connected CRFs as a post-processing method. The output of the 
softmax layer from the network is encoded as the unary potential of CRF. 
The color-infrared image provides the pair-wise potential to compute 
the “distance” between pixels. 

Besides SLIC and CRF methods, Sun, Zhang, Xin, and Huang (2018) 
combines CNN with multi-resolution segmentation (MRS). Point clouds 
are integrated with high-resolution images via a data fusion process for 
improved semantic labeling. The method reduces the salt-and-pepper 
distortions and hence improves the delineation of object boundaries. 
Liu, Minh Nguyen, Deligiannis, Ding, and Munteanu (2017) developed a 
weighted belief-propagation module based on Markov random field to 
refine the coarse border between objects. Jiang (2019) applied wavelet 
packet to filter the distortions such as shadows for road classification 
from high-resolution remote sensing images. Geng et al. (2015) applied 

morphological smoothing to remove the isolated misclassification from 
the segmentation outputs. 

Table 2 summarizes the overall accuracy of the aforementioned 
methods as well as the data sets used in the evaluation. The methods are 
grouped according to the data sets used and ordered based on the ac
curacy if the same data set is used in the evaluation. This ordering does 
not mean to be a ranking because the training and testing were often 
conducted in different ways. In addition to the common practice of using 
image tiles as training examples, researchers also used a sliding window 
technique to create training images of smaller size but with redundancy 
(Audebert et al., 2018; Xu et al., 2018). Also, in some studies, precision 
and F-score are reported in (Chen et al., 2018; Cheng et al., 2017; Henry 
et al., 2018) instead of the accuracy. The results are included in this table 
but they are not put into order. The number of classes in the data sets is 

Table 2 
Performance and data sets used in learning. The ones with ∗ indicate precision 
and the ones with † indicate F-score. Dash – indicates no clear statement of the 
training data size. ‘pts’ stands for points.  

Method Accuracy Data set # of 
Class 

Training 
size 

Marmanis et al. 
(2018) 

86.2% ISPRS Potsdam 5 6 tiles 

Chen et al. (2018) 86.92% ISPRS Potsdam 5 18 tiles 
Maggiori et al. 

(2017) 
87.02% ISPRS Potsdam 5 17 tiles 

Audebert et al. 
(2018) 

90.6% ISPRS Potsdam 5 – 

Sun et al. (2018) 90.62% ISPRS Potsdam 5 21 tiles 
Liu et al. (2018) 91.1% ISPRS Potsdam 5 14 tiles 
Liu et al. (2020) 92.8%/ 

90.9%†

ISPRS Potsdam 5 – 

Xu et al. (2018) 96.91% ISPRS Potsdam 5 – 
Chen et al. (2018) 85.78%* ISPRS Potsdam 5 17 tiles 
Kampffmeyer et al. 

(2016) 
87.03% ISPRS Vaihingen 5 11 tiles 

Chen et al. (2018) 87.79% ISPRS Vaihingen 5 12 tiles 
Marmanis et al. 

(2016) 
88.5% ISPRS Vaihingen 5 12 tiles 

Maggiori et al. 
(2017) 

88.92% ISPRS Vaihingen 5 11 tiles 

Audebert et al. 
(2016) 

89.8% ISPRS Vaihingen 5 16 tiles 

Audebert et al. 
(2018) 

90.0% ISPRS Vaihingen 5 – 

Wang et al. (2017) 90.03% ISPRS Vaihingen 5 12 tiles 
Marmanis et al. 

(2018) 
90.03% ISPRS Vaihingen 5 12 tiles 

Sun and Wang 
(2018) 

90.06% ISPRS Vaihingen 5 15 tiles 

Liu et al. (2018) 91.1% ISPRS Vaihingen 5 8 tiles 
Xu et al. (2018) 97.71% ISPRS Vaihingen 5 – 
Chen et al. (2018) 86.23%* ISPRS Vaihingen 5 11 tiles 
Yousefhussien et al. 

(2018) 
81.6% ISPRS Vaihingen 

3D 
9 753,859 

pts 
Kemker et al. (2018) 94.19% Pavia Univ. 9 450 pixels 
Zhao and Du (2016) 96.78% Pavia Univ. 9 3,921 

pixels 
Zhao and Du (2016) 99.65% Pavia Center 9 7,456 

pixels 
Alshehhi et al. 

(2017) 
91.7%/ 
94.6% 

Massachusetts 2 137 images 

Liu et al. (2020) 94.3%/ 
92.9%†

Massachusetts 2 137 images 

Wu et al. (2018) 97.6% Land Info. 2 70% data 
Längkvist et al. 

(2016) 
94.49% Satellite images 5 70,000 

pixels 
Li et al. (2018) 99.04% See-Land 2 122 images 
Cheng et al. (2017) 99.36%† See-Land 2 140 images 
Geng et al. (2015) 90.68% TerraSAR-X 5 4M pixels 
Henry et al. (2018) 71.69%* TerraSAR-X 2 201.3M 

pixels 
Zhou and Gong 

(2018) 
93.7%* NOAA LiDAR 2 10K pts  
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also reported in this table, which is a factor the method accuracy.1 

3.1.4. Loss function 
Loss function plays an important role in deep learning methods. A 

majority of deep learning methods for segmenting remote sensing im
ages inherit cross-entropy as the loss function (Alshehhi et al., 2017; 
Cheng et al., 2017; Fu et al., 2017; Kussul et al., 2017; Li, Zhang, & Shen, 
2017; Wang et al., 2017; Yu, Jia, & Xu, 2017; Chen et al., 2018; Chen 
et al., 2018; Chen et al., 2018; Kestur et al., 2018; Liu et al., 2018; Liu, 
Yu, Yu, & Wan, 2018; Pan et al., 2018; Paoletti, Haut, Plaza, & Plaza, 
2018; Sun et al., 2018; Xu et al., 2018; Zhang, Li, Li, & Wang, 2018; Zhou 
& Gong, 2018; Feng, Wang, Yu, Jiao, & Zhang, 2019; Li, Wang, Liu, Yu, 
& Lan, 2019; Sellami, Farah, Farah, & Solaiman, 2019) as these methods 
rely on the existing backbone network architecture. The loss function is 
the summation of pixel-wise cross-entropy between the predicted label- 
probability and true ground-truth patches. For a two-class problem, the 
cross-entropy is expressed as follows: 

− ylog(p) − (1 − y)log(1 − p)
(1)  

where y is a binary indicator of the correct classification of an instance 
and p is the probability of an instance belongs to the target class. In case 
when there are more than two classes, cross-entropy is expressed as a 
weighted summation as follows: 

−
∑C

c=1
yclog(pc)

(2)  

where c denotes the class label. In practice, the outputs from the softmax 
function are used to provide the a posteriori probability for each class, i. 
e., pc. Since remote sensing images are often large, patches are generated 
as inputs to the deep networks. Hence, normalized cross-entropy over 
the entire patch is used (Audebert et al., 2016; Audebert et al., 2018). 

Besides cross-entropy, the mean-squared error (MSE) between the 
input data and the reconstructed output has been used as the learning 
loss (Henry et al., 2018; Kemker et al., 2018; Zhang et al., 2018). Henry 
et al. (2018) adapted CNN by replacing the softmax with a sigmoid 
function and employing a class-weighted MSE as the loss function: 

1
N

∑N

i=1
wi(yi − ŷi)

2 (3)  

where yi denotes the ground truth, ŷi denotes the sigmoid value of the 
prediction, and N is the count of pixels in the image. 

To improve accuracy, semantic segmentation of remote sensing im
ages is formulated as a multi-task learning problem (Yang, Luo, & 
Urtasun, 2018; Volpi & Tuia, 2018). Yang et al. (2018) used cross- 
entropy loss on the classification output and a smooth L1 loss on the 
regression output. The loss function is obtained by adding these two 
functions together. Similarly, the loss function in (Volpi & Tuia, 2018) is 
a linear combination of the independent losses for the semantic seg
mentation and the semantic boundary detection tasks: 

∑N

i∈{S,B}

wiLi(y, ŷ) (4)  

where wi is a weight to balance the contribution of each loss Li. S and B 
denote segmentation and boundary detection tasks, respectively. The 
loss function of each task takes the form of cross-entropy. The proba
bility is obtained by normalizing the activation through a sigmoid 
function. Alternatively, Geng, Wang, Fan, and Ma (2018) included an 
intraclass compactness term based on Fisher discriminant analysis to 
fine-tune the network. The loss function is hence a combination of the 

total error of the encoding network and the Fisher constraint. Gao et al. 
(2019) employed the GAN model for segmenting HSI images. Because 
the output of the discriminator is no longer the probability, the semi- 
supervised GAN loss function has two parts: one is supervised learning 
loss function, the other is unsupervised loss function. Both losses take 
the form of cross-entropy. 

To handle imbalanced datasets, Kampffmeyer, Salberg, and Jenssen 
(2016) and Kemker and Kanan (2017) modified the cross-entropy loss 
function by introducing a different weight mechanism. Kampffmeyer 
et al. (2016) trained two FCN models: one using the standard cross- 
entropy loss, and one where the loss of the classes is weighted using 
median frequency balancing. Median frequency balancing weights the 
class loss by the ratio of the median class frequency in the training set 
and the actual class frequency. Kemker and Kanan (2017) introduced the 
inverse class frequency as weights to compute the cross-entropy. Besides 
modifying cross-entropy, Arief, Strand, Tveite, and Indahl (2018) used 
Intersection-over-Union (IoU) as the loss function to handle highly 
imbalanced datasets. 

3.2. Methods for non-conventional data 

Besides visible bands, remote sensing technology uses passive or 
active imaging sensors with a wide range of spectrum or much finely 
divided spectral bands, which resulted in image-like data sets, e.g., 
Synthetic Aperture Radar (SAR) images, Hyper Spectral Images, and 
scatter point clouds, e.g., Light Detection and Ranging. Data in these 
modalities differ in structure and representation from visible band im
ages processed in computer vision applications, which poses great 
challenges when deep learning methods are deployed (Yang, Liu, Yuan, 
Chen, & Tong, 2020). 

Geng et al. (2015) developed a deep convolutional autoencoder that 
consists of a convolutional layer, a scale transformation layer, four 
layers based on sparse autoencoders, and two post-processing layers. 
Filters used in convolution layers are devised to include gray-level co- 
occurrence matrix and Gabor features. A scale transformation integrates 
the correlated neighbor pixels to suppress the impacts of noise. Geng 
et al. (2018) extended long short term memory (LSTM) networks 
(Hochreiter & Schmidhuber, 1997) to extract contextual dependency. A 
SAR image is divided into patches and each patch is converted into a 
vector to accommodate the input structure requirement of LSTM, which 
learns the latent spatial correlations. A nonnegative and Fisher con
strained autoencoders were proposed, in which constraints are imple
mented in each autoencoder to regularize the network training. Ren, 
Hou, Wen, and Jiao (2018) proposed a sorting idea to the deep neural 
network for unsupervised feature learning. The method randomly se
lects image patches and put them into order according to the distance to 
the prototype. The patches close to the prototypes are the representative 
ones and the ones that are far from the prototype are the confusing ones. 
A dual-sparse autoencoder is used to learn the weights and a CNN is used 
to extract both spatial and structural features for classification. 

For a hyperspectral image with b bands, a convolutional layer re
quires a number of filters, the number of which is proportional to b. 
Hence, the larger number of bands translates to an increased number of 
network parameters. An intuitive method to apply deep networks to HSI 
is reducing the number of spectral bands to bridge the gap between HSI 
and tri-color images (Ghamisi, Chen, & Zhu, 2016). Zhao and Du (2016) 
handled spectral and spatial features separately using two CNNs. A 1D 
CNN is used to extract the spectral features; whereas a 2D CNN is used to 
extract the spatial features. The features from these two networks are 
concatenated and used as the input to a classifier. Yu et al. (2017) used 1 
× 1 convolutional kernel to extract features from different bands and 
employed an average pooling layer and larger dropout rates in the CNN. 
Li et al. (2017) handles the hyperspectral cube with 3D CNNs, which 
processes the multiple bands with 3D convolutions. Paoletti et al. (2018) 
also developed a 3D CNN network that is capable of processing both 
spectral and spatial features of the hyperspectral image simultaneously. 1 https://data.linz.govt.nz/layer/53413-nz-building-outlines-pilot/. 
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The input layer accepts a volume of data of size n× n× b, where n de
notes the width and height of a band and b denotes the number of bands. 
Fang et al. (2019) extended the DenseNet (Huang et al., 2017) with 
spectral attention mechanism for HSI image classification. The method 
uses 3D dilated convolutions to extract features at different spatial scales 
and spectral bands. In addition, the method adopts the squeeze-and- 
excitation block to model the inter-dependency between spectral fea
tures to emphasize informative spectral features. 

Alternatively, Kemker et al. (2018) presented a stacked convolu
tional auto-encoder model to extract features for HSI classification. The 
method used unsupervised learning to create a pool of spatial-spectral 
feature extractors. Xu, Du, Zhang, and Zhang (2018) proposed a 
Random Patches Network that takes image patches as the convolution 
kernels, which requires no training. The spectral bands within a patch 
are flattened and used as inputs for the network. Feng et al. (2019) 
devised a divide-and-conquer, dual-architecture CNN. The method 
separates homogeneous regions from heterogeneous regions and pro
cesses them differently. To process homogeneous regions, a multi-scale 
CNN architecture is constructed to learn joint spatial-spectral features, 
which takes large image patches as input. To process heterogeneous 
regions, a fine-grained CNN architecture is constructed to learn hierar
chical spectral features, which takes small image patches as inputs. 

LiDAR point clouds have been used in many semantic segmentation 
applications to provide an extra dimension of information (Marmanis 
et al., 2018; Audebert et al., 2018; Sun & Wang, 2018; Zhou & Gong, 
2018). To process LiDAR point cloud with CNNs, points are usually 
converted into raster images via a gridding process (Arief et al., 2018; 
Zhou & Gong, 2018; Sun et al., 2018). Arief et al. (2018) extracted the 
normalized elevation from the LiDAR point cloud and created a two- 
dimensional matrix of the elevation. The proposed a network architec
ture that integrates an atrous network with the stochastic depth method 
and imposes a regularization. Zhou and Gong (2018) converted point 
clouds into gray-scale images, each pixel of which represents the 
quantized elevation of the corresponding points relevant to the ground. 
CNN is trained to derive features for differentiating buildings from other 
objects. Sun et al. (2018) also gridded normalized point clouds into 
images and employed multi-filter CNN to aggregate point clouds and 
images for semantic labeling. A bottom-up merging method is used to 
combine segments. Homogeneous regions adjacent to each other are 
merged according to their scale, shape, and compactness. Yousefhussien 
et al. (2018) modified PointNet (Qi, Su, Mo, & Guibas, 2017) to operate 
directly on point clouds. The spectral features are extracted from geo- 
referenced images. The network takes normalized point clouds with 
respect to the ground and the corresponding spectral features to 
generate labels for each point. 

Table 3 summarizes the average accuracy of the methods for learning 
from non-conventional remote sensing data and the data sets used in 
learning and evaluation. Note that for methods evaluated with multiple 
data sets, overall average accuracy is reported, i.e., average across all 
evaluation cases. For the methods that used the same or similar data sets, 
the accuracy is arranged in ascending order. 

3.3. Methods to learn from small training set 

Deep neural networks for semantic segmentation of high-resolution 
imagery usually have millions of parameters, which requires a huge 
amount of labeled examples to train. In many computer vision appli
cations, large data sets have been created and made available for public 
access, for example, ImageNet (Russakovsky et al., 2015) has 1.28M 
training images. A common strategy is to construct a deep network using 
a rich data set. The trained model is then fine-tuned using a smaller data 
set of the target problem (Pan, Shi, & Xu, 2018; Penatti et al., 2015). 
However, for remote sensing imagery, there are very few large labeled 
data sets, to begin with. Table 4 lists popular public data sets used in the 
existing studies. Properties of the data sets are also reported including 
the number of channels (if available), number of classes, spatial 

resolution, and modality. Unlike scenic image data sets available for 
object classification and recognition, remote sensing data sets are usu
ally available in the form of one image or a number of tiles that can be 
pieced together into an image. Hence, the size of the image is reported.2 

To deal with the problem of scarce training examples, an intuitive 
way is to create synthetic images to increase the training set size. 
Kemker et al. (2018) used the Digital Imaging and Remote Sensing 
Image Generation software (free to use but limit to qualified users) to 
create synthetic multi-spectral images and the labels to the images. Each 
labeled image is divided into patches of 160 by 160 pixels and used as 
training examples. The authors adapted Sharpmask (Pinheiro, Lin, 
Collobert, & Dollár, 2016) and RefineNet (Lin, Milan, Shen, & Reid, 
2017) to initialize with the synthetic data. Zhou and Gong (2018) 
included a data augmentation technique to create additional labeled 
examples by randomly rotating and flipping an annotated image patch. 
Ma et al., 2016 proposed a method that integrates a local decision from 
the weighted samples within a neighborhood and a global decision from 
the trained deep network. The unlabeled samples with high confidence 
are used for training a deep network. 

The main advantage of creating synthetic images is that such images 
are normally cheaper and easier to obtain and the labeling takes no time 
(you know what to create). Yet, the synthetic gap (the difference in 
feature-space distributions) makes it difficult to transform features of 
synthetic examples to that of real images. To close this gap, Feng et al. 
(2019) selected unlabeled samples according to the spectral similarity 
under adaptively spatial constraint and the ones with high similarity are 
included in the training set. Gao et al. (2019) employed the Generative 
Adversarial Network (GAN) model (Radford, Metz, & Chintala, 2016; 
Bashmal et al., 2018) by adding a softmax layer. The discriminator of the 
GAN generates label categories, which allows the network to classify 
labeled examples and unlabeled samples. Ghamisi et al. (2016) proposed 
a self-improving convolutional neural network that employs particle 
swarm optimization for band selection from HSI images. The optimi
zation method fractional-order Darwinian idea and the selected bands 
are used for network training. 

Another way to handle example scarcity is semi-supervised learning 
for classification incorporated with unsupervised feature learning. 

Table 3 
Performance of methods that learn from non-conventional data sets and the data 
sets used in learning. The ones with ∗ indicate precision.  

Methods Accuracy Data set Modality 

Geng et al. (2015) 88.11% TerraSAR-X  
Geng et al. (2018) 86.61% TerraSAR-X/Radarsat-2/ALOS- 

2 
SAR 

Ren et al. (2018) 83.22% Traunstein/PoDelta  

Ghamisi et al. (2016) 82.17% Indian Pines/Pavia Univ.  
Paoletti et al. (2018) 98.09% Indian Pines/Pavia Univ.  
Yu et al. (2017) 66.02% Indian Pines/Pavia Univ./ 

Salinas Valley  
Kemker et al. (2018) 97.3% Indian Pines/Pavia Univ./ 

Salinas Valley  
Feng et al. (2019) 97.85% Indian Pines/Pavia Univ./ 

Salinas Valley 
HSI 

Li et al. (2017) 99.23% Indian Pines/Pavia Univ./ 
Botswana  

Fang et al. (2019) 87.47% Indian Pines/Pavia Univ./Univ. 
of Houston  

Xu et al. (2018) 98.78% Indian Pines/Pavia Univ./KSC  
Zhao and Du (2016) 97.88% Pavia Center/Pavia Univ.  

Sun et al. (2018) 89.27% Guangzhou  
Arief et al. (2018) 93.64% Follo 2014 LiDAR 
Zhou and Gong (2018) 94.5%* LiDAR  
Yousefhussien et al. 

(2018) 
81.6% ISPRS 3D Vaihingen   

2 the road image set has a resolution of 609× 914. 
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Kemker and Kanan (2017) proposed a method that employs three 
stacked convolutional autoencoders trained separately with unlabeled 
images to derive high-level features, which follows an unsupervised 
learning strategy. The features extracted by autoencoders are concate
nated and processed via average pooling and dimension reduction prior 
to classification using a support vector machine classifier. A later work 
of the authors extended the stacked autoencoder framework and 
developed an unsupervised feature learning model to reconstruct inputs 
(Kemker et al., 2018). This module consists of an encoder to learn the 
representations and a decoder to reconstruct the input and includes 
multi-reconstruction and classification errors in the loss function. A 
supervised multilayer perception module is used to classify the extracted 
features. Yu et al. (2017) used two dropout layers with a high dropout 
rate at 0.6 to help the optimization of the CNN parameters from training 
with a small data set. The dropout randomly suppresses the output of 
each neuron to zero and the network is forced to learn more robust 
features. Pan et al. (2018) proposed a multi-grained network. The multi- 
grained scanning technique extracts spectral and spatial information 
and combines spectral information among different bands and spatial 
correlation within neighboring pixels at different scales. Sellami et al. 
(2019) extended the semi-supervised 3D CNN that performs adaptive 
dimensionality reduction for the classification of HSI images. It 

circumvents the challenge of limited training samples by selecting 
multiple sets of spectral bands that are most representative of the ground 
objects to enrich the training set. 

The transfer learning has also been explored to deal with example 
scarcity. In general, by training a CNN with a large number of examples 
other than the actual ones to be processed, the model parameters are 
learned. Such a trained model is then refined with a small set of exam
ples of the target problem to get the parameters fine-tuned. Following 
this idea, Liu et al. (2018) proposed a Siamese network that integrates 
two convolutional neural networks. The Siamese network is trained with 
a large volume of image data, the model of which is refined with a small 
number of labeled HSI images and features extracted from the spectral 
bands. Li et al. (2019) trained a deep learning network with a large data 
set that has high similarity to the target data set. Common features of the 
data in the source and target domains are identified to facilitate the 
transfer of the learned model. 

In summary, we report the performance of the aforementioned 
methods and the data sets used in the evaluation in Table 5. In many of 
these studies, more than one data set is used in the evaluation. The table 
reports the one with the best overall accuracy as well as the size of the 
data set used in the training phase of the networks. 

4. Conclusion 

CNNs and the variants have demonstrated great success in numerous 
computer vision applications. The great success in other domains excited 
the adoption and extension of deep learning methods for the problems in 
the field of remote sensing and researchers are transferring such superior 
performance of deep learning methods to the field of remote sensing 
image analysis. This paper reviews recent developments of deep 
learning methods for semantic segmentation of remote sensing imagery 
including non-conventional data such as HSI and LiDAR point clouds to 
provide scholars and practitioners a comprehensive review as well as 
identify open challenges in the semantic segmentation of remote sensing 
imagery. Specifically, we review the fundamental and advanced CNN 
architectures that enable the transformation of deep learning methods to 
accommodate a variety of data modalities and structures in remote 
sensing. In our review of the literature, we identified three major 
challenges:  

1. Demand for pixel-level accuracy. Every object in the scope of a 
remote sensing image carries meaningful information and needs to 
be accurately separated from the adjacent ones. Great efforts have 

Table 4 
Public remote sensing data sets for semantic segmentation and the key proper
ties of them. Dash – denotes that the property is inapplicable.   

Image/Data # of Spatial # of  
Data set Size 

(Channel) 
Classes Resolution Tiles Modality 

Vaihingen (2019) 2000 ×
2500 (3) 

6 9 cm 33 RGB/ 

Potsdam (2019) 6000 ×
6000 (4) 

6 5 cm 38 IR-RGB 

Inria Aerial Image ( 
Maggiori et al., 
2017) 

1500×

1500(3)
2 30 cm 360  

Building & Road ( 
Mnih, 2013) 

1500×

1500(3)
2 1 m 1352   

Indian Pines ( 
Baumgardner 
et al., 2015) 

145 × 145 
(200) 

16 20 m –  

Salinas Valley ( 
Salinas, 2019) 

512 × 217 
(204) 

16 3.7 m –  

Pavia Univ. (Comp. 
Intelligence 
Group, 2019) 

610 × 610 
(103) 

9 1.3 m –  

Pavia Center ( 
Comp. 
Intelligence 
Group, 2019) 

1096 × 715 
(102) 

9 1.3 m – HSI 

Botswana Scene ( 
Botswana, 2019) 

1476 × 256 
(145) 

14 30 m –  

Kennedy Space 
Center (2019) 

512 × 614 
(176) 

13 18 m –  

University of 
Houston (2019) 

349 × 1905 
(144) 

15 2.5 m –  

Quebec and Canada 
(2019) 

795 × 564 
(84) 

7 1 m -  

SpaceNet (2018) 666 × 666 
(8)  

2 30/50 cm –   

TerraSAR-X (2019) 3580 ×
2250 

5 0.38 m -  

RADARSAT-2 
(2019) 

2000 ×
1600 

6 1.5 m - SAR 

ALOS-2 (2019) 900 × 1600 6 3 m -  
F-SAR (Microwaves, 

2019) 
6187 ×
4278 

4 1 m × 0.67 
m 

–   

ISPRS Vaihingen 3D 
(2019) 

753,859 pts 9 4 pts/m2 – LiDAR 

Follo 2014 ( 
Kartverket, 2019) 

2.4 M pts/ 
set 

11 5 pts/m2 1877   

Table 5 
The average accuracy of methods that learn from small data sets. This table also 
reports the data sets and the training data size in the number of pixels, if not 
specified, used in training. The ones with ∗ indicate precision.  

Methods Accuracy Data set Training Size 
(pixels) 

Ma et al. (Ma et al., 2016) 92.11% Indian Pines 160 
Pan et al. (Pan et al., 2018) 95.48% Indian Pines 350 
Liu et al. (Liu et al., 2018) 98.72% Indian Pines 1,620 
Kemker et al. (Kemker & 

Kanan, 2017) 
98.06% Salinas 800 

Gao et al. (Gao et al., 2019) 96.19% Salinas 16,238 
Feng et al. (Feng et al., 2019) 98.8% Salinas 543 
Yu et al. (Yu et al., 2017) 85.24% Salinas Valley 48 
Ghamisi et al. (Ghamisi et al., 

2016) 
82.67 % Pavia 

University 
3,912 

Li et al. (Li et al., 2019) 90.12% Pavia 
University 

1,608 

Kemker et al. (Kemker et al., 
2018) 

98.18% Pavia 
University 

450 

Sellami et al. (Sellami et al., 
2019) 

98.45 Pavia 
University 

851 

Zhou and Gong (Zhou & Gong, 
2018) 

94.5%* NOAA LiDAR 10,000 pts  
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been devoted to addressing this issue and methods have been 
developed that extend FCN and regularization such as object 
boundary information. The emerged deep learning methods 
demonstrated much-improved performance on several public data 
sets. The success is more prominent for color and infrared satellite 
images, which are most similar to the image sets used in the scenic 
and portrait computer vision tasks. Throughout the review, we found 
that it is of great importance to have public data sets such as ISPRS 
data sets and a number of HSI image sets, which enable the devel
opment of deep learning methods and facilitate comparison study. 
On the other hand, the diverse data modality and evaluation metrics 
make comparison difficult.  

2. Non-conventional data. Besides RGB and infrared images, point 
clouds and HSI images with a large number of bands are common 
modalities of remote sensing applications. Handling such unstruc
tured point cloud and rich channel data requires a redesign of the 
network structure or a conversion of the non-conventional data to a 
similar format to RGB images. The accuracy for processing non- 
conventional data is, on average, inferior to that of the satellite im
agery. Even with an extension to a network for point data, the 
average accuracy is in the range of the lower eighties.  

3. Lack of training examples despite a large volume of data. This 
challenge is not unique to remote sensing applications, but it is much 
more pressing, especially for non-conventional data sources such as 
SAR, HSI, and LiDAR. Our review of the literature identifies that 
researchers strive for learning from small examples with HSI imag
ery. This is mostly because the HSI data set usually much less number 
of pixels to acquire rich spectral information. It is clear that limited, 
non-conventional remote sensing data sets with labels make devel
oping and evaluating new deep learning methods a great challenge. 
Semi-supervised methods that leverage unlabeled data have 
demonstrated potentials. 
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