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RESEARCH ON KNOWLEDGE QUESTION ANSWERING
SYSTEM FOR AGRICULTURE DISEASE AND PESTS BASED
ON KNOWLEDGE GRAPH

YINGCHUN XIA, NING SUN, HUI WANG, XIAOHUI YUAN, LICHUAN GU", CHAO WANG,
AND QIJUAN GAO

ABSTRACT. A large increase of agricultural data results in the emergence of re-
dundant information on the Internet. Users can not meet the results which are
search by matching keywords or analyzing simple semantic. This paper proposes
a knowledge question answering (QA) method to answer questions directly and
succinctly in the filed of agriculture disease and pests. The methods is based
on entity linking, external knowledge and similarity calculation. It prunes inap-
propriate entities and relations through entity linking, and uses external knowl-
edge to improve recall rate. In addition, questions are represented by the sum
of word vectors. Entities in knowledge graph are trained into vectors. The final
answer is obtained by computing similarity between question and answer. A Chi-
nese knowledge QA system is designed and implemented by using the proposed
method. In the experiment, the dataset is generated according to RDF triple
and seed questions. The experimental results show that the proposed method
outperforms other state-of-the-art algorithms.

1. INTRODUCTION

At present, there are a wide range of big data sources in the agricultural field.
Data representation, storage, organization and management are different. Informa-
tion resources are highly dispersed and disorderly, which greatly affects the efficiency
of users access to information and the degree of resource sharing [6,9]. It is current
research hotspot to search for more concise and accurate information. The QA sys-
tem based on knowledge graph is a key technology to obtain accurate information
for users questions [2,17]. There have been some mature researches in many fields
such as medical and financial. However, it is still starting stage in the agricultural
field. Therefore, this paper starts with the knowledge graph of Chinese agricul-
tural pests, and proposes a knowledge QA method based on entity link, external
knowledge base and similarity calculation. The main contributions of this paper
are as follows. 1) Entity linking is used to prune unrelated entities and relations.
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External knowledge base is used to improve Recall. 2) A knowledge QA system of
agricultural pests is designed and implemented.

2. RELATED WORKS

The QA system is a technique to answer natural language questions and provide
users with concise and clear answers by locating, extracting and expressing corre-
sponding answers in knowledge base [1,5,7,8,10,11]. At present, the mainstream
methods of natural language knowledge QA based on knowledge graph can be di-
vided into four categories. 1) Template-based methods, such as TBSL [14]. TBSL
answers a question by automatically translating questions into SPARQL templates
and uses dictionary to map vocabulary in natural language into SPARQL com-
ponents. These methods always have high accuracy and answer question quickly,
but need to take a lot of time to build a large scale template base. 2) Methods
based on graph exploration, such as Treo [4]. In additional, Shin et al. proposed
Predicate Constraints based Question Answering (PCQA), which focused on re-
lation query [13]. It answered questions by prunes inappropriate entity/relation
matchings and generating query graph. 3) Methods based on semantic analysis.
This category usually using learning model analyzers by using supervised learning
method. L. Sang et al. proposed a generic Multi-modal Multi-view Semantic Ein-
bedding (MMSE) framework via a Bayesian model for question answering to deal
with the multi-view property and sparse property of question answer pairs [12].
Semantic models usually rely on manual marking. The results are controllable,
but has expensive cost. 4) Methods based on deep learning. Recently, Yang et
al. proposed a novel Multi-task and Knowledge enhanced Multi-head Interactive
Attention network for Community Question Answering, which studied an advanced
deep neural network to represent questions and using external knowledge to help
identify background information [16]. Embedding is flexible and can be used to deal
with diverse questions. But neural network is unexplained and its results can not
be controlled.

This paper combines graph and deep learning for question answering system.
Word2Vec is used to analyze questions and graph is used to prune inappropriate
entities and relations. Questions and Knowledge graph are represented by using
embedding. The final answer is obtained by computing similarity.

3. ALGORITHM

3.1. Question Analysis. Knowledge QA usually has three steps, including ques-
tions analysis, candidate answers extraction and answers sequence. Analysis of
natural language questions is an important step. The mainstream methods entirely
involve semantic analysis techniques in question analysis. Relevant techniques have
been developed more maturely, but implementation process is complex. Meanwhile,
question analysis is not focus in this paper. Therefore, in order to comply simpli-
fication principle, this paper simplifies problem analysis. Rule matching strategy
is adopted and Chinese question templates are stipulated. For example, “What is
the control method of XX?”, “When does XX usually occur?” and so on. Thereby,
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triples of entity and entity relationships can be directly extracted by designing spe-
cific questioning methods.

3.2. Question Definition. According to the questioning rules designed in Section
2.1, answering a question can be translated into a query for triplet. For example,
there is a question “What are symptoms of rice bakanae disease?”. Question triplet
q(rice bakanae disease, symptoms, ?) can be extracted from it. For such a problem
triplet that subject and predicate have been given, answer can be obtained by using
a graph query algorithm. In this paper, definition of knowledge QA can be given
as follows. Given a question ¢, the answer a obtained from knowledge base is text.
For Example.

q: What are symptoms of rice bakanae disease?

a: The diseased rice grains often do not germinate or can not be unearthed after
sowing.

If same attribute of an entity have multiple values, or there are multiple entities
with the same relationship, multiple (@, A) pairs will be generated according to
triplet. The QA based on knowledge graph will eventually return an exact answer,
so these answers are needed to be sorted. Assume all the answers be denoted as set
A and scoring function is S(e). The answer with the highest score can be expressed
as formula (3.1).

3.1 a =mazxS(q,a
(3.1) nazs(q, a)

Thus, the final answer is the answer that makes scoring function S(q,a) be the
largest. For multiple answers that may appear, this paper lists all answers according
to their scores. Simultaneously, entity graph of core entity in question is given.

3.3. Algorithm Architecture. Figure 1 is flow chart of the knowledge QA algo-
rithm in this paper. The specific steps are as follows.

Stepl: Identifying core entity ey. Core entity ey, which is resource vy that may
be mapped in the knowledge graph, is identified by using entity identification tech-
nology.

Step2: Reducing scope of query. The entity linking based on topic model and
graph (ELTMG) algorithm is used to map core entity eg to the corresponding re-
source vy in local knowledge graph K. If there is no suitable resource, Chinese
DBpedia K5 is used as the supplementary knowledge base. The local knowledge
graph is agricultural pests knowledge graph which constructed according to crop
pest database in website of China National Agricultural Science Data Sharing Cen-
ter.

Step3: Constructing an entity graph. The resource, which is mapped by core
entity in knowledge graph, is used as the starting point. Then, entity graph is con-
structed by using breadth-first search to search other associated entities in knowl-
edge graph.

Step4: Querying answer. All entities and entity relations has been represented
in vectors through using TransE to train them. Vocabulary in question is repre-
sented in vectors by using Word2Vec. This paper query answer in entity graph




1490 Y. XIA, N. SUN, H. WANG, X. YUAN, L. GU, C. WANG, AND Q. GAO

Question

e

| Entity
Recognition

Entity Graph / Agricultura / \

Construction Entity [ 1 Pests | L
Linking ‘.\ Knowledge | |

) Does ‘Core l:fﬁtit‘\'_\ \
<Y es<;>_exists in knowledge >
“~_graph?
No , i
Entity /" Chinese [
le 4 ‘
Linking \ DBpedia |/

Breath-first| .
Search

Yes Does Core Entity
[ 7 existsin
. knowledge
~g]‘aph?‘

Translating
Entity Graph Entity into <«
vector

: Y > & Y
Translating Entity-
question into relationship
vector vector
I
Calculating
Similarity

g 15 all ]‘eslﬁ.fs*\ )
higher than >
- threshold?

e P
g

Yes
Sortin
Similarity Similarity

Measure —17 S p—

Output
Answer

“No No Result

FIGURE 1. Processing of knowledge QA.

by computing similarity between vocabulary vector and sum of entity relation pair
vector.

3.4. Entity Graph. Construction of entity graph is designed to narrow scope of
answer query. The process of entity graph construction can be described as follows.

Step 1: Constructing directed graph Gi, = (V, E) and Gy, = (V, E) of two
knowledge graph. All of resources in knowledge graph are vertices V and all of
relations in knowledge graph are edges E. If any vertices z,y in G} satisfy the
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condition z,y € V, (x,y) € F, then (x,p,y) is an RDF triple in knowledge graph.

Step 2: Constructing initial graph Gy = (Vp, Ey). Vo just contains resource vy.
Ey is empty.

Step 3: Extending graph. In order to query each vertex and edge which relates
with vg, The breadth-first algorithm is used to extend Gg. According to RDF triple
(z,p,y) in knowledge graph, other vertices and edges, which are related with vy,
can be searched and added into entity graph Gg. Defining the extended operation
of graph G, = (Vi, E;),i = 0,...,d is p(Gi) = Gi+1 = (Vig1, Eix1). Its extended
rules are shown as formula (3.2) and formula (3.3).

(3.2) Viti=Vily: Vi (z,y) € E

(3-3) Eip1=(z,y) € E:z,y € Viga

The final entity graph is obtained by performing operation with d times on initial
graph GO.

3.5. Similarity Measure. This paper matches questions and answers by calcu-
lating similarity between word vector of question and entity-relationship vector in
knowledge graph. Word vectors ¢(q) of question is generated by using Word2vec.
The vector representation of question f(e) is shown as formula (3.4).

(3.4) Fl@)=>_¢(q)

The entities and entity relationships in knowledge graph are trained using Transk
to obtain vector representation. Corresponding to the entity graph G, in section
3.4, assume g(vg, €;) represents other entity vectors in entity graph G, expect for vg.
TransE and word2vec are based on vector addition. The similarity cosine measure,
which computes angle of vectors is more appropriate. Therefore, Similarity between
entity vector and question vector is obtained by calculating the cosine value of two
vectors. Scoring function is expressed as formula (3.5).

(3.5) S(f,g9) = cos(f(q),g9(vo.e;))

Answers are sort according to similarities. The final answer can be expressed as
formula (3.6).

(3.6) a = max(cos(f(q),g(vo, €:)))

4. EXPERIMENTS

4.1. Datasets. Knowledge QA lacks high-quality public datasets in Chinese, es-
pecially in agriculture filed. This paper generates datasets and artificially set seed
questions based on RDF triples in agricultural pests knowledge graph to evaluate
the proposed algorithms. According to the rules in section 3.1, RDF triples are
processed and mapped into natural language questions. Some seed questions are
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shown in Table 1. For example, the third seed question in Table 1 can be mapped
into the question “When is the occurrence time of rice seedling disease?”.

TABLE 1. Templates of seed problems.

Seed problems

What are symptoms of xxx?
What are controls method of xxx?
When does xxx usually occur?

Dataset, which is mapped by knowledge graph, is shown in Table 2. Both the
training set and the test set contain the questions and corresponding answers. Due
to the limited number of entities in the local knowledge graph, size of the dataset is
small, but it is sufficient to verify the effect. In the future, more Internet information
will continue to be integrated.

TABLE 2. Datasets in disease and pest of agriculture crop.

Datasets Training set Test set
Agriculture pests data 1928 254

The parameters in this paper are mainly breadth search depth d and similarity
threshold. d is selected from 1, 2, 3. Range of ¢ is set from 0 to 1 with a step size
of 0.1.

4.2. Results. This paper evaluates the proposed method by using precision P,
recall rate R and Fy — Measure Fi. According to parameter setting in this paper,
training set is used to train the algorithm and obtain the optimal parameters. Test
set is used to verify performance. In this experiment, if there are multiple correct
answers to a question, the top one with the highest score is chosen as the correct
answer.

Recall F1 Measure

05 s o6
Similarity Threshold

(a) Precision (b) Recall (¢) Fi — Measure

03 0 05 06 0 0i 05 06
Similarity Threshold Similarity Threshold

FI1GURE 2. Results in different parameters.

As shown in Figure 2, the value of precision, recall and Fy — M easure changes with
the increasement of similarity threshold and search depth. The optimal parameters
is d = 2,6 = 0.5. When the optimal parameters, F| — Measure = 0.386. When
search depth d is too small, number of entities in entity graph are limited, which
may result in an failure search. With d increases, the probability of matching a
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correct answer increases. However, similar answers caused some interference in the
answer query. Therefore, d = 2 is more appropriate. For similarity threshold, it
is the opposite of search depth. When similarity threshold is too small, too many
candidates affect efficiency and precision. And too large similarity threshold leads
to loss of correct candidates. As shown in the results, it has the best value when
similarity threshold equals to 0.5.

TABLE 3. Comparison in external knowledge.

With external base With out external base
P R F P R Fy
0.431 0.357 0.391 0.342 0.296 0.317

Table 3 is comparison in external knowledge. The test experiment tests the
proposed method in two situations. 1) knowledge base is only the agricultural pest
knowledge graph. 2) knowledge base contains Chinese DBpedia as supplement.
Comparing results of two situations, F; — Measure of the second situation has
increased by 7.4% than the first.

TABLE 4. Comparison with other algorithms.

Algorithm Fy — Measure
The proposed method 0.386
DEANNA 0.329
Aqqu 0.362

Table 4 Shows comparison with other algorithm. We reproduced DEANNA [15]
and Aqqu [3] in our dataset using the code published by authors. The proposed
method has the maximum avarage F; — Measure = 0.386. Bad performance of
The other algorithms may be caused by the dataset which is in the filed of agricul-
tural pests. And the proposed method can not have a good performance, because
the agricultural knowledge graph has not enough knowledge and DBpedia is not a
special knowledge graph. In future, we will study deeply to address these problems.

4.3. System.

4.4. System Architecture. The system mainly provides QA function in agricul-
tural pests based on the above method. Figure 3 shows architecture of knowledge
QA system in agricultural pests. It is mainly divided into four modules: front-end
display module, background processing module, knowledge base construction, and
QA module.

1) Front-end display module

The front-end display module visually presents functions to users. The query
results and other results related with answer are displayed in this module.

2) Background processing module

This module is divided into two pieces, including question analysis and core en-
tity recognition. The result is input of the QA module.
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FIGURE 3. Architecture of knowledge QA in agriculture pests.

3) Knowledge Base Building Module

The knowledge base used in this paper is divided into two parts. One is agricul-
tural pests knowledge graph which is constructed by using web crawler technology
and D2R tools. Its data source is crop pest database under website of National
Agricultural Science Data Sharing Center of China. To achieve visualization, a por-
tion of the knowledge graph is stored in Neo4j graph database. The other is Chinese
DBpedia.

4) QA module

The result of background processing module is take as input of this module. Ac-
cording to the proposed method, question input is processed and answer is queried.
If answer exists, result is output in front-end display module. Otherwise, the front-
end display module output “No Result”.

4.5. Display. This paper implements a simple Chinese QA system. Figure 4 shows
the page for submitting questions. It contains question input box, answer display
area and display area for core entity graph. When user inputs a question, such as
“What are the rice diseases?”, answer and entity graph are returned and displayed
on page. The specific result is shown in Figure 5. Answers are sorted by their
scores. In experiments, the answer with maximum score is regarded as the right
one. Answer candidates are shown in entity graph and listed in answer display area.
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5. CONCLUSIONS

In order to avoid useless answers obtained by traditional search methods, this pa-
per proposes a knowledge QA method based on entity linking and external knowl-
edge and similarity calculation to answer questions directly and precision. The
entity link algorithm is used to reduce scope of query. To address the shortcomings
of local agricultural pest knowledge graph, Chinese DBpedia is used as a supple-
ment. Experimental results show that F} — Measure of the proposed method is
39.1% and outperforms other state-of-the-art algorithms. Based on the proposed
method, this paper designs and implements a knowledge QA system in agricultural
pest and initially achieves agricultural knowledge service.
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