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Separating 
Touching Particles
A Concavity-Based Method Using  
the Area Ratio of a Circular Mask

T
o address the difficulty of sepa-
rating touching particles in an 
image, a method based on the 
area ratio of a circular mask is 
proposed in this article, and a 

framework consisting of image segmenta-
tion, concave point detection, point–pair 
matching, and the shape estimation of par-
ticles is implemented. A given color image 
is first preprocessed to obtain a binary 
image, then a corner detection algorithm is 
adopted to obtain a rough estimation of 
potential concave points, following which, 
the area ratio method is used to refine seg-
mentation points qualified. The segmenta-
tion points obtained are matched to each 
pair by gray projection according to a cer-
tain evaluation criteria. Finally, each pair 
of points and one of their adjacent pixels 
on the border are used to estimate the sta-
tus of each particle before adhesion, and 
the contour of each particle is generated 
using the curve fitting method. Experimen-
tal results show that the proposed method 
is consistent with human visual perception 
and can be used in the practice.
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Image Processing
Image-based particle analysis is an important technique 
in the field of image processing. It is widely used in cell 
analysis [1], chromosome segmentation [2], pathogen 
detection [3], seed screening [4], nanoparticle segmenta-
tion [5], and rock analysis [6], among others. There is an 
obvious gray difference between the target and the back-
ground in an image, by which objects can be easily ex
tracted from the background through the thresholding 
method. However, due to the contact, adhesion, or over-
lapping of each other, their contours mix together, affect-
ing the accuracy of the parameter analysis. For example, 
in the biomedical field, cell counting and feature extrac-
tion are essential for the accurate diagnosis and prognosis 
of an expert system. Caused by overlapping cells in imag-
es, it is difficult to analyze the parameters quantitatively 
related to the number of cells, and it is crucial to split the 
overlapping cells into single ones. 

Many techniques have been 
proposed in recent years to 
solve this problem, including the 
watershed-based method [9], the 
morphology method [10], the con-
cavity analysis method [11], the 
active contour model [12], a level 
set algorithm [14], the Hough 
transform (i.e., the ellipse-fitting 
method) [16], [17], machine-learn-
ing methods [18], [22], and so on. 
As the classic segmentation algo-
rithm for separating particles, 
the watershed-based method is 
well-suited for a large number of 
particles with similar shapes 
due to its fast calculations. How-
ever, if these particles differ in 
geometric size, the search for 
local extrema usually leads to 
oversegmentation [9], [19]. The 
improved methods, e.g., the 
marker watershed and rule-
based watershed, solve the over-
segmentation problem to some 
extent; however, they cannot 
address the problem of heavy 
overlapping. The morphological 
method involves separating obj
ects by using a combination of 
dilation and erosion operations, 
which separates two touching 
objects; however, for clustered 
particles with a small concavity, 
it results in a large deviation [9]. 
Shape-based methods, e.g., the 
level set algorithm, detect the 
target object by minimizing the 
energy function, which does not 

rely on the edge information in the image and yields satis-
factory edge extraction results from images with weak 
edges and noise [15]. The active contour model completes 
the segmentation of objects through the iterative computa-
tion of the energy function and extracts particles from a 
complex background to overcome the oversegmentation 
problem [12]. However, this method requires considerable 
computations as well as the initialization of complex 
parameters, which is unsuitable for the segmentation of a 
large number of particles. The Hough transform (ellipse-fit-
ting method) assumes sufficient prior knowledge [16], [17] 
and sometimes requires template matching to determine 
particle contours for curve fitting, in addition to the bound-
ary information of the particles [20]. Mainly used for round 
or elliptical particles and vulnerable to noise interference, 
the Hough transform involves complex computation, there-
by limiting its application.
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The concavity-based method searches for concave 
points as potential separating points, and from a geometri-
cal perspective, it considers particle shape and contour 
information instead of gray information. For example, 
Ohta et al. [21] extracted the contour of each particle and 
used three points at intervals to form two vectors. They 
then calculated the vector angles and selected the mini-
mum angle as a potential splitting point relative to the 
angle’s proportion to concavity. This method ignores depth 
information that can easily succumb to interference. 
Kumar et al. proposed a rule-based approach for concave 
point analysis [22] in which a support vector machine 
(SVM) was used to screen the best separating line. This 
method is suitable for the segmentation of particles with 
varying shapes and sizes but needs a large number of 
training samples and can easily lead to the loss of key 
points in multipoint regions. Farhan et al. [23] improved 
the approach involving the combination of segmentation 
and key points but were unable to avoid excessive depen-
dence on parameter settings and the oversegmentation 
problem [23]. LaTorre et al. [24] proposed a concavity point 
analysis-based clump splitting method by considering the 
holes in the clumps, in which two-step binarization is used 
for cell-particle extraction and the concave points are 
detected. The separating lines between the two particles 
are obtained by calculating the minimum distance. Howev-
er, this method requires many parameters and its ro
bustness is unsatisfied. Although these methods obtain 
satisfactory results in different applications, methods 
based on concave point analysis continue to face problems 
as a result of the complexity of adhesion and overlapping. 

This article proposes an automatic segmentation method 
based on concave point analysis. The main contribution of 
this study is the discovery of the location of concave points, 
as well as the curve connection between concave points of 
touching particles.

Methodology
Concavity and convexity are important features of geomet-
ric figures. In the particle image, most individuals appear 
to be convex polygons, but when particles overlap, some 
concave shapes appear in the touching area, which leads 
to the particle mixing the convex and concave characteris-
tics. The concave points are located in the concave region 
of the contour, and if the concave region is extracted, the 
concave points can be located easily and a separation line 
obtained. If there is touching or overlapping among parti-
cles, the forms can be categorized into series touching, 
parallel touching, and mixed touching, which are shown 
in Figure 1(a)–(c).

Irrespective of the type of touching, the touching region 
usually generates concave points. Touching involving 
three or more particles may be decomposed into a situa-
tion involving the adhesion of two particles. For the adhe-
sion of the two particles, the boundary can be expressed 
as the intersection of functions ( )f x  and ( ),g x  as shown 
in Figure 2, where the circle with radius R  and center 
( , )x y0 0  is expressed as

	 ( ) ( ) .x x y y R0
2

0
2 2- + - = � (1)

In other words, ( ) ( ),y f x g x0 0 0= =  and the intersection 
of the circle and ( )f x  is 
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The intersection of the circle and ( )g x  is 
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To obtain the area of the shaded part of the circle, the 
integral function can be expressed as
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Since the area of a circle is

	 ,S RA
2r= �  (5)

the area ratio of the shaded part and the circle is

	 .S
SRatio
A

=l �  (6)

To describe the geometry of the two particles in the 
image, ( )f x0  and ( )g x0  are assumed to be two circles 

(b)(a) (c)

Figure 1. The touching types of particles: (a) series 
touching, (b) parallel touching, and (c) mixed 
touching.
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Figure 2. The intersection of two functions. 
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with centers ( , )a b1 1  and ( , ),a b2 2  and radii R1  and ,R2  
respectively. That is,

	 ( ) ( )f x R x a b0 1
2

1
2

1= - - + �  (7)

and	 ( ) ( ) .g x R x a b0 2
2

2
2

2= - - + �  (8)

If the two circles intersect, taking an intersection point 
of ( )f x0  and ( )g x0  as the circle center and R3  as the radi-
us, the area of the new circle, which does not overlap with 
( )f x0  and ( ),g x0  is expressed as S  [the shaded area in Fig-

ure 3(a)]. The value of ,S  therefore, is less than half of the 
area of the circle.

According to the assumption whereby the graphical 
area in a plane space is invariant to rotation, the graphic in 
Figure 3(b) rotates and shifts its coordinates. Then, ( )f x0  
and ( )g x0  can be changed to 

	 x y R2 2
1
2+ = �  (9)

and	 ( ) .x y m R2 2
2
2+ - = � (10)

To describe this relationship, a special case is used 
to solve the problem. Assuming the existence of two 
circles of equal area, the black circle is centered at (0, 0), 
the center of the red circle has the same horizontal 
coordinate as the black circle, and the radius of both is 1 
(as shown in Figure 4). When the center of the red circle 
shifts from (1, 0) to (2, 0), the area ratio decreases from 
a reduction in the overlapping region and is always less 
than 0.5 when there is a concave point. The larger the 
degree of concavity, the smaller the area ratio; there-
fore, analyzing concave points using the method of area 
ratio is reasonable from a theoretical aspect, which is 
suitable for analyzing the situation of the deep adhesion 
of the particles.

In practical applications, the area overlapping two par-
ticles in a circle mask is calculated as

	 .S
S1 1Ratio Ratio
A

= - = -l � (11)

This ratio reflects the degree of concavity of the graphs.

A Framework for Particle Separation

Concave Point Detection
The method based on concave point analysis consists of 
three steps. To ensure accuracy and efficiency, a detection 
step based on a curvature scale space (CSS) corner detec-
tor and a refining step based on the area ratio are decom-
posed to determine the final position of the concave points.

The Screening of Concave Points
To overcome high computational costs, the CSS method is 
used for rough screening. The key steps are as follows:

◆◆ step 1: apply a Canny edge detector to process the 
input image, and obtain a binary edge-map

◆◆ step 2: extract the edge contours from the edge-map; 
fill in the gaps in the contours and find the T-junctions

◆◆ step 3: compute the curvature at a high scale highv  for 
each edge contour

◆◆ step 4: consider those local maxima as initial corners 
whose absolute curvatures satisfy the criteria

◆◆ step 5: track the corners from the highest scale to the 
lowest scale to obtain a better position

◆◆ step 6: compare the T-junction to other corners, and 
remove one of the two corners that are very close.

An example of image preprocessing is shown in Fig-
ure 5, where (a) is the gray image, (b) is the binary image, 
(c) is the boundary contour image using a Canny edge 
operator, and (d) shows the results of corner detection 
using the CSS method, where the corners are marked with 
red boxes.

x

y y

x

R1R1R2

R3  
f0(x )

f0(x ) g0(x )

g0(x )

(a) (b)

Figure 3. The intersection of two circles (a) before 
rotation and (b) after rotation.

  f0(x ) f0(x ) f0(x ) f0(x )g0(x ) g0(x ) g0(x )g0(x )

Figure 4. A flowchart of the proposed method. 
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The Accurate Detection of Concave Points
The corners exist not only in the region overlapping the 
two particles but also in the convex point of the particles, 
which lie all along their contours. From the method based 
on the area ratio of a circular mask, convex points and 
some concave points with small concavity are filtered out, 
and the concave points for segmentation are then 
reserved. The relevant steps are as follows:

◆◆ step 1: obtain the index and coordinates of each cor-
ner, and set the radius of the circular mask according 
to particle size in actual situations

◆◆ step 2: take each corner coordinate as the center of the 
circular mask, and cut out the region through an AND 
operation between the mask and the particle image

◆◆ step 3: calculate the number of white pixels as the 
area, which corresponds with the particle region; if 
there are many white regions, the largest area should 
be selected

◆◆ step 4: compute the area ratio of the white area in the 
circular mask

◆◆ step 5: select the points with the largest area ratios as 
the candidate separating points according to the esti-
mated number of particles

◆◆ step 6: refine each candidate point in its neighbor-
ing region. 

For each candidate point obtained from step 5, the points 
along the boundary are selected in its [ ]m m#  neighboring 
pixel region; these points are used to calculate the area 
ratios, and the maximum ratio is selected as the final con-
cave point. This underlying principle is shown in Figure 6. 
Suppose the green rectangular point to be the concave point 
from step 5; the red-dotted square is in the neighborhood of 
the concave point, and the blue circular points represent the 
other points on the contour of particles. Taking each of 
these points as the center of the circle to calculate the area 
ratio according to steps 2–5, the final concave point with 
the maximum area ratio is selected. As shown in Figure 6, 
the final concave point chosen is the red point rather than 
the green point.

A sample of the positioning of concave points is shown 
in Figure 7, where (a) shows the area ratio of the mask 
image, the red circle is the mask, and the white area in the 
red circle represents the particle area. Figure 7(b) shows 
the final result, and the four concave points are marked 
with a plus ( )+  sign.

Concave Point Pairing
Concave point pairing is intended to determine the con-
cave point pair for the segmentation of two particles, 
which is the premise for performing an accurate line seg-
mentation. Since the two particles adhere to one another, a 
concavity phenomenon appears in the contact parts, 
which imbues the pattern of the adhered particle with the 
characteristic of a concave graph [26]. Gray projection is, 
therefore, used for matching, i.e., cutting the region into a 
specific size consisting of two concave points as the candi-
date point pair; the gray projection then proceeds in verti-
cal and horizontal directions, respectively. Finally, the two 
concave points are assessed to determine whether they 
belong to a pair according to specific rules.

When gray projection is implemented onto the image 
extended from the connection between concave points 
(according to prior knowledge of a concave point pair), 
the projection curve along with the connection line indi-
cates that the middle value is smaller than the end point  
values; whereas, the vertical projection curve indicates 
that the middle value is larger than the end point values. 

(b)(a)

(d)(c)

Figure 5. A sample of CCS corner detection: a (a) 
gray image, (b) binary image, (c) contour, and (d) 
the corners.

(b)(a)

Figure 7. The result of concave point positioning: (a) 
a mask image and (b) the concave points location.

Figure 6. The refinement of a concave point in its 
neighborhood. 



	 Apri l  2018    IEEE Systems, Man, & Cybernetics Magazine	 29

This is shown in Figure 8, where the red rectangle is the 
region containing a pair of concave points, and the upper 
and right regions contain the gray projection of the rect-
angular region.

Segmentation Line Construction
Conventional methods for segmenting two touching 
particles involve connecting paired concave points 
directly through a line, as shown in [18], [20], and [22]. 
This method is simple, intuitive, and can directly sepa-
rate adhesive particles, it does not, however, fit the cog-
nitive law of human vision. Regardless of the touching 
types, the touching border cannot be a straight line; 
therefore, the geometric status of each particle prior to 
touching must be estimated. Since the particles ana-
lyzed in this study are convex, they can be estimated 
based on the concave point pair obtained and other 
points on the given object.

According to geometrical principle, three noncol-
linear points can only form one circle. For individual 
particles, the concave points and boundary points are 
known; thus, making use of the two end points of the 
dividing line and any other point along its edge, we can 
achieve a three-point circle fitting. We adopt the perpen-
dicular bisector intersection method, i.e., two straight 
lines connecting three points, with the intersection of 
their perpendicular bisectors being the center of a circle, 
and the distance between the center and any of the three 
points being the radius. Its geometric model is shown in 
Figure 9, where A, B, and C are the three points in the 
same plane, and their coordinates are ( , ),x ya a  ( , ),x yb b  
and ( , ),x yc c  respectively.

Based on these principles, the processing steps in
volved in arc fitting are as follows:

◆◆ step 1: collect the contour coordinates of the individual 
particles split using a straight line between two concave 
points, and mark the two separating points A and B

◆◆ step 2: obtain points C and D from the contour coordi-
nates that are near points A and B, respectively, but do 
not belong to the straight line connecting A and B

◆◆ step 3: fit circles with points A, B, and C, and A, B, and 
D, respectively, and obtain the centers and radii of the 
two circles

◆◆ step 4: get arcs ArcAB  and ArcABl  of the two circles 
according to the spatial relationship between the circle 
centers and the splitting points

◆◆ step 5: fill the regions encircled by arcs and segmenta-
tion lines with pixel value 1, and calculate areas SAB  
and SABl  of the two regions

◆◆ step 6: compare SAB  and ,SABl  and choose the smaller 
of the two as the compensation part of the particle.

Experimental Results
To evaluate the proposed method, several particle imag-
es from different conditions were employed for an ex
periment. The experimental results showed that the 

proposed method is better than some traditional seg-
mentation methods.

A Comparison of Methods
In this article, the ultimate erosion method [25] and marker 
watershed method [27] were used for comparison with the 
proposed method. Some experimental results are shown in 
Figure 10, where the blue contours represent the markers 
after separation. Figure 10(a) and (e) shows three types of 
original particle images of different sizes on different rows, 
and Figure 10(b) and (f) shows the results obtained by the 
ultimate erosion method. Figure 10(b) and (f) indicates that 
most touching particles could be split [only Figure 10(b) 
exhibits undersegmentation], but restoring the original 
shape before erosion is difficult. Figure 10(c) and (g) shows 
the results of the marker watershed method, and although 
it eased oversegmentation to some extent, it could not 
avoid it entirely, and false separations exist in Figure 10(g). 
For images in Figure 10(d) and (h), the shape of every parti-
cle was estimated based on the accurate detection of the 
splitting points, which is consistent with the law of human 
visual perception. To test the robustness of our proposed 
method, the effect of noise on the concave points position-
ing and point–pair matching was analyzed.

(x0, y0) 

B (xb , yb) 

C (xc , yc) 

A (xa , ya) 
rLAB

LBC

Figure 9. The geometric model of a three-point  
circle fitting.

L

δ

Figure 8. The gray projection of an image with two 
concave points. 
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The Influence of Noise on Concave Point Positioning
As the contours of the actual adhesion area are not always 
smooth, and traditional algorithms are vulnerable to the 
interference of rugged borders, many microdents may be 
mistakenly considered to be splitting points (pseudosplit-
ting points). Although curve smoothing can reduce noise, 
it also leads to the loss of important data and affects posi-
tioning accuracy. Since smoothing blunts corners and 
inappropriate parameter adjustments may lead to the dis-
appearance of corners altogether, the concave points can-
not be precisely located. The method proposed in this 

article uses the corner detector for rough screening, it then 
uses the area ratio of the circular mask for refinement, 
which is not sensitive to small convex and concave points, 
and is therefore robust.

Figure 11(a) displays the image in Figure 5(b) distorted 
with noise, which increased the number of small convex 
and concave points along the boundary. Figure 11(b) is the 
result of corner detection; compared to the image in Fig-
ure 5(d), the number of corners increased considerably. 
The image in Figure 11(c) shows circular masks according 
to corners, and Figure 11(d) displays the final result of 

(b)(a)

(d)(c)

Figure 12. The results of point–pair matching: (a) a 
binary image, (b) the concave points location, (c) 
the shortest-distance method, and (d) the proposed 
method.

(e) (f) (g) (h)

(a) (b) (c) (d)

Figure 10. (a)–(h) Comparisons of the experimental results: the (a) and (e) original images, (b) and (f) 
ultimate erosion method, (c) and (g) marker watershed method, and (d) and (h) proposed method. The blue 
contours represent the markers after separation. 

(b)(a)

(d)(c)

Figure 11. The influence of noise on concave point 
positioning: (a) a binary image with noise, (b) the 
result of corner detection, (c) the circular masks in  
an image, and (d) the location of the splitting points.
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concave point detection. As seen in 
the graph, our method can accu-
rately locate splitting points, and it 
is robust against noise.

Point–Pair Matching Accuracy
After concave point detection, 
matching is not required for adhe-
sion between two particles. Howev-
er, in the case of three or more 
particles, the structure is composed 
of complex touching areas. Even if 
the true concave points can be 
determined, once there is a match-
ing error, the method remains unable 
to construct the correct separation 
line. A commonly used matching method is the shortest-dis-
tance algorithm [26], which uses the characteristic of the 
candidate point pair having the shortest distance due to con-
cavity. For most circular shapes, it works well; however, for 
long elliptical particles, it easily results in matching errors. 
As shown in Figure 12, (a) is the binary image; (b) is the 
result of concave point detection, where the concave points 
are marked with a plus (+) sign; (c) is the result of matching 
using the shortest-distance method; and (d) is the result 
obtained by using the proposed method. From this, we see 
that the direct use of the shortest-distance method is not 
suitable for concave point–pair matching of elliptical parti-
cles, and the proposed method based on the gray projection 
of concave regions is more robust.

Accuracy Analysis
After matching the point pair, traditional methods use a 
straight line to separate particles by connecting two con-
cave points, as shown in [18], [20], [22], and [27]. To objec-
tively evaluate the accuracy of this, we used the matting 
function in Adobe Photoshop to manually cut out individ-
ual particle regions and compare the proposed method 
with traditional methods using the difference ratio

	 / ,S SD Th = �  (12)

where SD  is the difference between the results of the pro-
posed method and standard value, and ST  is the standard 

deviation obtained by manual seg-
mentation, i.e., those that were cal-
culated by the number of pixels). 
The smaller the value of ,h  the bet-
ter the segmentation performance.

Table 1 displays the quantita-
tive comparison of accuracy. Of 
these, rows two, three, and four 
show the h  values of the three 
single particles, and the fifth line 
shows the comprehensive evalua-
tion of the three particles. Table 1 
indicates that the proposed meth-
od had less impact than the tradi-
tional method on those particles. 
The comprehensive error rate of 

3.41% was only one-third of the traditional method, indi-
cating that the proposed method was effective in sepa-
rating the overlapping particles, and its separating 
curve was more accurate than that of traditional 
straight segmentation.

Conclusion
In this article, a concave point analysis method using the 
area ratio of a circular mask was proposed, and a frame-
work consisting of concave point detection, point–pair 
matching, and the status estimation of particles was devel-
oped on the basis of human vision perception. Experiments 
showed that the method is in accordance with human 
vision perception and is particularly suitable for the seg-
mentation of overlapping particles, which could be adapted 
for use in a wide variety of fields. However, due to exces-
sive dependence on concave points, it is difficult for the 
method to process multiple particles without concave 
points. Therefore, developing a more adaptable approach 
by considering color and texture features to improve its 
robustness will be the scope of our research in the future.
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A commonly used 
matching method is 
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algorithm, which uses 
the characteristic 
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point pair having the 
shortest distance due 
to concavity.
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