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Abstract The task allocation of emotional robot is a new and valuable issue.
There are many allocation algorithm in rational robot but only a few in emo-
tional robot. Emotional robot is neoteric and meaningful although it is com-
plex. In this paper, we reference to the previous research, propose emotional
robot pursuit problem, build a mathematical model of emotional stimulation
base on personality in task allocation and use this model propose an emotional
robot pursuit task allocation algorithm. Different with other algorithm, our al-
gorithm allocate different personality pursuers through emotional change after
stimulation by allocation. The experiments reflect the influence and the posi-
tive role of personality in allocation, also show the algorithm reduces the total
pursuit time and avoids the worst case scenario. This algorithm not only solve
the emotional robot pursuit problem base on personality, but also shorten and
stabilize the total pursuit time.

Keywords Multi-robot system · Task allocation · Emotional robot · Cost
calculation · Personality

1 Introduction

The task allocation for multi-robot systems [1] is an important issue. The
methods based on behavior enable coordinated team behaviors and complete
the mapping from perception to behavior and synthesize multi-robot system
[2]. Dimitri [3] developed an efficient method based on the market auction
strategy to allocate resources. Reinforcement learning [4] gradually learned
the optimal behavior strategy to assign tasks through interactions. To satisfy
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the practical needs, advanced task allocation methods have been devised [5]
with improved operating efficiency [6].

Minsky [7] points out that ”The question is not about whether there is
emotional intelligence body, but rather when the machine can’t have emo-
tion while realizing intelligence.” Therefore, to make the robot as intelligent
as human beings, emotional factors must be taken into account. There exist
many open issues when task allocation is realized in coordination of multi-
emotional robots. The performance of task allocation methods designed for
rational robot degrades due to the self-interest from each robot[8]. In addi-
tion, variation of emotional thinking of robots from their personalities greatly
increases the complexity of the problem, and the conventional methods face
challenges because of the absence of an emotional model to compute the ef-
fect of cooperation of each emotional robot in task allocation. Hence, they are
unable to handle the impact produced by emotional factors in the task allo-
cation process. When personality is introduced into robots, the results from
those allocation algorithms are far from satisfactory [9-11].

In our previous studies, we proposed emotional cooperation factors [12] to
evaluate the robot’s willingness to cooperate, and design the task allocation
algorithm of considering the emotional robot in multi-robot pursuit problem.
We devised the maximum similarity matching emotion model [13] to estab-
lish the relationship between the cooperation willingness and the emotional
stimulation. Yet, there exist two open issues in task allocation: (1) personality
factors are not fully accounted for; (2) the process of emotional cooperation
factors is simple and could make the robot close to an unassigned pursuit tar-
get, which makes the time of pursuit unstable. In this paper, we present a task
allocation algorithm based on personality. The personality factors are taken
into account in the emotion to achieve improved result and easily adoptable
to other emotional robot task allocation problems.

2 Related work

Psychology model of emotional robot task allocation is mainly constructed by
emotion model, personality model, mood model, and update model[14]. Emo-
tion [15] in psychology is personal experience whether objective things satisfy
their needs. It is transient psychology with instability, easily changes with en-
vironmental factors, and decays over time. Sentiment classification methods
described herein using continuous variables, the use of N-dimensional coordi-
nate system will be divided into N sub-emotional space, each of which corre-
sponds to a basic emotion. We use Et to express the emotion of a robot as
follows:

Et = [e1, e2, · · · , en], (1)

where Et denotes the emotional state in time t and each ei is the magnitude of
a basic emotions (such as joy, sad, and angry), where ei ∈ [0, 1] and a greater
value indicates a stronger emotion.
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Different from emotion, personality is an unique and comprehensive de-
scription of a person, which can distinguish one person from another [16]. It
is the tendentious, stable, intrinsic psychological characteristics. It remains
mostly unchanged in a short period. The widely used method to represent
personality is OCEAN model [17] (a.k.a. the Big Five personality model). The
personality P consists of the robot personality attributes and is expressed as
follows [18]:

P = [O,C,E,A,N ], (2)

where O stands for openness, C is cautious, E is extraversion, A is agreeable-
ness and N is nervousness. All attributes are in the range of [−1, 1].

Mood is between emotion and personality [19][20] and is expressed as a
tuple of pleasure, arousal, and dominance as follows:

M = [P,A,D], and P,A,D ∈ [−1, 1] (3)

where P for the degree of pleasure and a large value implies a positive mood;
A denotes arousal and a large value implies an unstable mood; D is the degree
of dominance and a large value implies great initiative.

Emotional collaboration factor expresses the willingness of robot to par-
ticipate in a task. It is influenced by emotion and personality. Emotional col-
laboration factor f is expressed as follows:

f = EtMt(w1, w2, w3), (4)

where E is the emotion of a robot. Mt is transformation matrix of the basic
emotions space to the PAD mood space. wi(i = 1, 2, 3) is the weight for the
three dimensions for PAD and

∑
i wi = 1. The higher emotional collabora-

tion factor means that the thinking and behavior of robot are more active,
and, hence, the robot takes an active part in the task. On the other hand, a
robot moves slower with a lower value of emotional collaboration factor, and
participates in the task passively.

Emotional update model includes emotional stimulation model and emo-
tional decay model. Emotional stimulation considered the personality factors
is a complex circumstance. Wang [21] simulated the emotion and the person-
ality of the robot, defined the representation of stimulation and stimulation
matrix. Emotional stimulation model can be expressed as quintuple:

λ = (Et, S, π,A,B) (5)

where Et is the emotion of a robot, S is a set of stimulation: S = (s1, s2, · · · , sn),
where si, si ∈ [−1, 1], is the stimulation of a basic emotion and n is dimen-
sional of basic emotion Et. π is the state probability at the beginning and
π = (π1, π2, · · · , πn). A is a n by n matrix and denotes the spontaneous tran-
sition probability of the emotional states. In A, an element aij means the
probability of a basic emotion ei transferring to a basic emotions ej . B is also
an n by n dimensional stimulation matrix, and bij is the emotional stimulation
at robot’s ej basic emotion.
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Psychological research shows that emotion decay over time[22]. According
to emotional intensity third law (a.k.a. the emotional intensity attenuation
law), the emotional decay can be expressed as follows:

Et = Et−1e
−λt (6)

where Et is the basic emotion at moment t; Et−1 is basic emotion at previous
moment; t is time period to detect the emotion; λ is an emotional decaying
factor influenced by personality.

3 Personality of Emotional Robot

In an unbounded two-dimensional plane, there are M pursuer robots to pursue
N evader robots. Pursuer and evader appear in arbitrary locations and move
toward arbitrary direction. When the distance between pursuer and evader
is less than capture radius, the evader is assumed captured successfully. The
pursuers can then chase another evader until all evaders are captured. An
evader has the attribute of position, capacity, and reward. The higher capacity
of an evader, the higher reward a pursuer receives [23]. A pursuer has attributes
of capacity, wage, personality and emotion. The capability of pursuer team is
greater than or equal to the evaders. Assume that Tstart is the time of evader i
begin to escape, Tend is time of capture, the objective function is to minimize
the total maximum pursuit time:

Tmin = min(

n∑
i=1

[max(Tend)− Tstart]i), (7)

where Tmin is the least time to complete all tasks.

3.1 Basic Emotions

In Eq. (1), n implies complexity and is usually set ot 3 or 6 [24]. When n is
3, the basic emotions consist of Joy, Fear, and Anger; when n is 6, the basic
emotions consist of Joy, Sadness, Anger, Surprise, Fear, and Disgust. Given
the basic emotions, the transformation matrix can be defined [15][24].

Evaders defined as E = {E1, E2, · · · , Em}. Ei is a triad Ei = (Pos, Cap,R).
Among them:

– Pos stands for the current position of the evader, represented by coordi-
nates (Posx, Posy) in the two-dimensional space.

– Cap stands for the capacity of evader. The bigger the capacity of evader
is, the harder the task is, and the higher the risk is.

– R represents reward of successful capture, the greater the value is, the more
rewards got.

Pursuers defined as P = {P1, P2, · · · , Pm}, Pi is a six-tuple Pi = (Pos, Cap,Wage,Et, P er, f),
where:
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– Pos is the position of the evader, same as the evader’s.
– Cap is the capacity.
– Wage is wage of recruiting.
– Et is the emotion defined in section 2.
– Per is the personality.
– f is emotional collaboration factor that represents collaboration willing-

ness.

For example, Pi.P er represents the personality attribute of the ith pursuer.

3.2 Stimulation

The external environment stimulation is the main source of the emotional
changes. External stimulation can be divided into object, event and action
stimulation[15]. Object refers to the impact of emotional robot to the other
robots. A evader e generates a stimulation to a pursuer nearby even if the evad-
er take no actions. Events refers to the impact of events around the emotional
robot. For example when assigned a lucrative task, it makes a stimulation
of Joy to the pursuer. The more the reward is, the stronger the stimulations
are. Action refers to the impact of behavior on robot itself. Such as a pursuer
have captured an evader successfully, then it makes a stimulation of Joy. The
external stimulations adopted in our method are listed in Table 1.

Table 1 Stimulation effect on emotion

Stimulation Example Joy Anger Fear

Object
Object 1 A dangerous robot 0 0 1

. . .
Object i an uncooperative robot 0 0.5 0.5

Event
Event 1 Allocate a risk task 0 1 1

. . .
Event j Allocate a reward task 1 0 0

Action
Action 1 Pursue successfully 0.5 0 0

. . .
Action k Pursue failed 0 0 0.5

For example, if we allocate an uncooperative robot, it generates a negative
object stimulation S = (0, 0.5, 0.5). When a risky task is allocated to it, it
generates a negative event stimulation S = (0, 1, 1). If, on the other hand, a
high reward task is allocated, it generates a positive event stimulation S =
(1, 0, 0). When a pursuit succeeds, the robot produces a weaker positive action
stimulation, e.g., S = (0.5, 0, 0). The update model of emotional collaboration
is depicted in Fig. 1.
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Fig. 1 The update model of emotional collaboration factor.

4 Emotional Robot Task Allocation

Factors such as distance and pursuer’s ability affect the task allocation and
their psychological factors play an important role. For example, a mission
assigned to a robot with a positive mood is usually better performed than if
it is assigned to robot with a depression mood. Risky tasks assigned to an
adventurous robot is better than assigned to a conservative one [25]. So task
allocation that takes the practical and psychological factors into consideration
is a complex problem. We need to build an emotional task allocation model
to calculate the distribution matrix.

In our method, the cost matrix includes the task cost and emotional cost.
The dimension of the cost matrix is determined by the number of pursuers and
evaders. The allocation problem can be either balance or unbalanced allocation
problems [26]. In the balance allocation problems, there are equal number of
pursuers and evaders and the cost matrix is as follows:

Cost =



e11 · · · e1j · · · e1n
...

. . .

ei1 eij
...

...
. . .

en1 · · · enn


(8)

where n is the number of pursuers and evaders, eij is the cost of pursuer i
to capture evader j. In dealing with unbalanced allocation problems, “virtual
variables” is used to balance the number of pursuers and evaders. That is,
the corresponding rows (columns) of the cost matrix for the virtual pursuers
(evaders) are initialized to the maximum cost.

The cost matrix includes the pursuit cost and emotional cost. The pursuit
cost depends on factors such as the distance between the pursuers and the
evaders, the wage of recruiting pursuers. The emotional cost is the pursuer’s
willingness to join the task. Cost expressed as follows:

Cost = λ1CR + λ2CE (9)
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where CR is the pursuit cost and CE is the emotional cost. λ1 and λ2 are
the weights. CR is the weighted sum of the normalized distance between the
pursuers and evaders and the normalized wage of pursuers as follows:

CR = µ1Dis+ µ2Wage. (10)

The initial state of emotion, stimulation of emotion, and the decay are con-
sidered for calculating CE as follows:

CE = f(E.riskij , E.rewij). (11)

E.riskij represents the emotion after event stimulation from evader j. It is
influenced by the capacity and the personality of pursuer:

E.riskij = HMM(Pi.Et, Pi.P er, S.riskij), (12)

where P.Eti is the current emotion of the pursuer i. It is affected by the emo-
tional decay and the stimulation of the previous time, and gives the initial emo-
tion. riskij is defined for describing the risk of pursuer i to pursue evader j, cal-
culated as Ej .cap−Pi.cap. Normriskij is the normalization of riskij . S.riskij
is the stimulation of risk, calculated as S.riskij = Normriskij · (s1, s2, s3).
Pi.P er represents pursuer’ personality and decides the probability π.

E.rewij represents the emotion after stimulation from pursuer i influenced
by rewards. Similarly:

E.rewij = HMM(Pi.Et, Pi.P er, S.rewij) (13)

Because the process is the same as E.riskij , it describes the calculation of
rewij . For an evader, the reward stimulation S.rewij is Normrewij ·(s1, s2, s3).
f is the function of Emotional Cooperation Factor and is used to compute CE .

4.1 Task Allocation

The cost matrix is computed as follows:

1. Determine the stimulation vector S generated in task allocation.
2. Calculate the stimulation matrix S.
3. Calculate the emotional cooperation factor of each pursuer after stimula-

tion.
4. Obtain Cost.

The capacity of a team of pursuers is no less than that of the evaders:

n∑
i=1

Pi.Cap ≥ E.Cap (14)

Following the allocation algorithm, we obtain the allocation matrix T . Fig. 2
gives the flow chart of our algorithm.
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Fig. 2 Process of allocation

Assume that there is a virtual force field in the pursuit process. The force
of pursuers to the evader is repulsive and that of evader to pursuers is attrac-
tive. The magnitude of attraction Fa and repulsion Fr is proportional to the
distance as follows:

Fa = γ
1

Edi
, (15)

Fr = γ

n∑
i=1

1

Pdi
, (16)

where γ is scale factor, Edi is the distance from the pursuer to the evader Ei,
Pdi is the distance from each pursuer in pursuit team to its own evader.

Assume a unit circle centered at an evader. Split this circle into h parts
on the circumference and the direction of the evader is chosen from the h
directions which come from the center to the h dividing points. Calculate the
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repulsion Fr of the evader to get to each of the divisions; choose the direction
with the least repulsion Fr as the motion direction. In the same way, choose
the direction with the maximum attraction Fa as the motion direction for a
pursuer[27].

Use fd as the capturing distance to predict if an evader is captured or not:

fd =

{
1, ∃Edi ≤ k
0, ∀Edi > k

(17)

where k is the available distance for capture.

As the pursuit progresses, the task needs to be re-allocated. Reallocation
must recalculate the cost matrix and assignment matrix. It has two trigger
conditions.
Time Period: Due to the position and emotion decay, the cost of the previous
cycle is no longer in line with the current situation. After a certain time period,
tasks are reallocated.
Pursuit success: When an evader was captured, the pursuit team disbands. So
after an evader is captured, task reallocation is performed.

5 Experimental Results

In our experiments, we used joy, anger, and fear as the basic emotions. Sup-
posing pursuers speed is slightly faster than the evaders, but the field is un-
bounded. The initial emotion of all pursuers are the same.

5.1 Impact of Personality

In our simulation, two pursuers and two evaders were initialized. Due to the
small-scale pursuit, we ignored the requirement of team’s capacity must exceed
the evader’s. Only event stimulation were considered. Fig. 3 shows the initial
positions of the evaders and pursuers. All attributes of the pursuers are the
same except their personality as listed in Table 2. The weight of pursuit cost
is the same as emotional cost. Therefore λ1 = λ2 = 1 in formula (9). Similarly
µ1 = µ2 = 0.5 in formula (10).

Because of the same distance and wage, our calculation arrive at CR =[
0 0
0 0

]
. But the risk and rewards are different risk =

[
4 6
4 6

]
,rew =

[
200 230
200 230

]
,

their stimulation sequence are different too. Based on the definition of stimu-
lation, if we assign a risky task, it will produce a negative event stimulation
sequence s = [0, 1, 1], If we assign a high rewards task, it will produce a pos-
itive event stimulation sequence s = [1, 0, 0]. We get the stimulate matrix

S.risk =

[
[0, 0, 0] [0, 1, 1]
[0, 0, 0] [0, 1, 1]

]
S.rew =

[
[0, 0, 0] [1, 0, 0]
[0, 0, 0] [1, 0, 0]

]
.
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Fig. 3 The initial position of evaders and pursuers

After pursuer robots were stimulated, their emotion changed to CE =[
0.1736 0
0.8402 1.0000

]
. Because CR is initialized as a zero matrix, the cost and the

allocation matrices are Cost =

[
0.1736 0
0.8402 1.0000

]
T =

[
0 1
1 0

]
.

Table 2 The attributes of evaders and pursuers

Evader 1 Evader 2 Pursuer 1 Pursuer 2

Pos 50, 50 30, 30 30, 50 50, 30

Cap 8 10 4 4

R or W 200 230 1 1

Einit
[0.8134,0.6662 [0.8134,0.6662,

,0.6225] ,0.6225]

Per

[-0.2373,-0.6777 [0.9759,-0.6591

,0.5162,0.7422 ,-0.4844,-0.2064

,-0.2984] ,-0.8520]

According to OCEAN model, a robot with greater extraversion is more
adventurous. In our experiment, pursuer 1 preferred higher risk tasks with
greater rewards. Therefore, Pursuers 1 was chasing Evader 2 and Pursuers 2
was chasing Evader 1. The pursuit process is illustrated in Fig. 4. Our alloca-
tion(TA P) method closely model the human behavior, which is not considered
in the Task Allocation Based on Emotional Cooperation Factor(TA ECF) al-
gorithm.
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(a) (b)

Fig. 4 Pursuit process. The pursuit ended when a pursuer is within a predefined distance
to an evader.

5.2 A Comparison of Emotional and Rational Robots

In this experiment, we simulated 10 pursuers and 5 evaders and the initial
positions of robots are shown in Fig. 5.

Fig. 5 Initial position of evaders and pursuers in experiment 2

In simulating rational robots, the weight of emotion cost is 0 but others
are same. In Fig. 6, most of the robot assignments are the same except who
pursue evader 1. In Fig. 6(a), to pursue evader 1 is pursuer 10 but in figure
Fig. 6(b) is pursuer 5. The reason of the difference is the emotion stimulation,
which from pursuer 10 catch evader 4 successfully although the distance to
evader 1 is far than pursuer 5. In the final result, the total time of emotion
robots is less than general robots. In Fig. 6(a), the pursuit completed in a
smaller range than that of Fig. 6(b).
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(a) (b)

Fig. 6 Pursuit process with emotional robots (a) and rational robots (b).

5.3 Efficiency Analysis

Fifty experiments were conducted with the same scenario. Position, capacity,
rewards, wage, emotion, personality were randomly initialized and all weights
are same. Fig. 7 depicts the pursuit time in seconds using our method and
TA ECF method. It is clear that TA P completed the pursuits in a shorter
time in most cases.

Fig. 7 Time used in pursuit tasks.

Table 3 presents the average time used by TA P and TA ECF. TA P im-
proved the average time by 5.6%. It is evidential that TA P not only solved
the complex allocation problem that take into consideration of personality, but
also reduced the amount of pursuit time. Also, the variance of TA P decreased
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by 46.02%, which implies that TA P is a more stable allocation algorithm. The
processing of the emotional coordination factor in TA ECF is strict. In case
of insufficient number of pursuers, no pursuers are excluded despite that their
emotional factor is low.

Table 3 Average pursuit time of our method TA P and TA ECF

TA P TA ECF

Average time 34.98 36.92
Variance 156.495 305.155

6 Conclusion

In this paper we propose a task allocation algorithm for emotional robot pur-
suit. We allocate pursuers through the different emotion change after stim-
ulation instead of transforming personality to emotion through a transform
matrix. We build a mathematical model of emotional stimulation in task allo-
cation. Our experiments simulated various cases and demonstrated the influ-
ence and the positive role of personality in task allocation. In comparison with
the state-of-the-art task allocation algorithm TA ECF, our algorithm considers
personality, reduces the total pursuit time, and avoids the worst case scenari-
o. In our future work, we plan to explore the scalability of our algorithm to
large scale task allocation problems and conduct in-depth studies with more
stimulations of complex circumstances.
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