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Fast Image Dehazing Method Based
on Linear Transformation
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Abstract—Images captured in hazy or foggy weather conditions
are seriously degraded by the scattering of atmospheric particles,
which directly influences the performance of outdoor computer
vision systems. In this paper, a fast algorithm for single image
dehazing is proposed based on linear transformation by assuming
that a linear relationship exists in the minimum channel between
the hazy image and the haze-free image. First, the principle
of linear transformation is analyzed. Accordingly, the method
of estimating a medium transmission map is detailed and the
weakening strategies are introduced to solve the problem of
the brightest areas of distortion. To accurately estimate the
atmospheric light, an additional channel method is proposed
based on quad-tree subdivision. In this method, average grays and
gradients in the region are employed as assessment criteria. Finally,
the haze-free image is obtained using the atmospheric scattering
model. Numerous experimental results show that this algorithm
can clearly and naturally recover the image, especially at the edges
of sudden changes in the depth of field. It can, thus, achieve a good
effect for single image dehazing. Furthermore, the algorithmic time
complexity is a linear function of the image size. This has obvious
advantages in running time by guaranteeing a balance between the
running speed and the processing effect.

Index Terms—Dehazing, image restoration, linear
transformation, transmission map.

I. INTRODUCTION

ACCURATE extraction of image features is a key factor
that directly influences the performance of computer vi-

sion systems [1]. However, in hazy or foggy weather conditions,
image quality severely degrades due to light scattering by at-
mospheric particles, and many characteristics of the hazy image
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are covered. Therefore, improving image quality and enhancing
system robustness in challenging weather conditions has im-
portant scientific significance and broad application values. Its
research results can be widely used in urban transportation [2],
outdoor video surveillance [3], driver assistance systems [4],
and satellite remote sensing [5]. In addition, they provide ref-
erence values for underwater image analysis [6] and rainy and
snowy image processing fields.

Currently, existing image dehazing methods can be divided
into two categories: image enhancement–based methods and
image restoration–based methods.

Image enhancement–based methods include histogram equal-
ization [7], [8], the Retinex method [9], homogeneous filtering
[10], wavelet transformation [11], and others. Histogram equal-
ization enhances the overall contrast of a hazy image by in-
creasing the dynamic range of the gray values [7]. However, the
global histogram equalization (GHE) has difficulty restoring
the optimal value for each local area, whereas local histogram
equalization (LHE) has a large complexity of computation. The
Retinex method can effectively maintain the balance between
the color constancy and dynamic range compression [9]. How-
ever, it does not have an edge-preserving ability, which results
in halo phenomena in some sharp boundary regions. The goal
of homogeneous filtering [10] is to combine frequency filter-
ing and grayscale transformation to improve image quality. It
can effectively retain the contour information in uneven regions.
However, its computation burden is notable. Wavelet transform
(WT) [11] improves image quality by dehazing low-frequency
regions and enhancing high-frequency regions. Nevertheless,
this approach has difficulty resolving over-brightness and un-
even illumination issues. In short, the main purpose of hazy im-
age enhancement is to satisfy the visual perception of the human
eye and provide greater convenience for computer recognition
without considering the degradation model.

Since 1998, Oakley et al. [12] began using the atmospheric
scattering law for research on images obtained in bad weather.
Narasimhan et al. [13] proposed a single hazy image interactive
restoration method. It must artificially specify the maximum and
minimum depths of field areas to obtain rough depth informa-
tion. Hautiere et al. [14] estimated visibility distance through
an onboard optical sensor system to compute the scene depth.
They employed a 3D geographical model to remove the haze.
In addition, Kopf et al. [15] used existing geo-referenced digital
terrain to provide basic information. They then built a 3D model
of the scene with a large amount of depth information to achieve
dehazing. This kind of method is based on the premise that the

1520-9210 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.



WANG et al.: FAST IMAGE DEHAZING METHOD BASED ON LINEAR TRANSFORMATION 1143

scene depth is known, which severely limits the application of
this algorithm in a real-time system. In contrast to this, Schech-
ner et al. [16], [17] studied the polarization characteristics of
light and captured the same scene images with different polar-
ization angles to obtain the depth information, and then restored
the degraded image. Narasimhan and Nayar [18]–[20] proposed
another approach to obtain scene depth information by capturing
two of the same scene images under different weather condi-
tions. This type of dehazing method can achieve good results
while it is difficult to capture images.

In recent years, some single image dehazing methods based
on additional priors or constraints have been proposed. For ex-
ample, Tan [21] proposed an effective method based on the
prior that the contrast in a fogless image is higher than that of
a foggy image and then realized the dehazing by maximizing
the local contrast with only one image. However, in this ap-
proach, color can easily become oversaturated in a heavily hazy
image. Fattal [22] used independent component analysis (ICA)
and the Markov random field (MRF) model to estimate the sur-
face albedo based on the prior knowledge that no correlation
exists between the object surface shading and the transmission
map; however, it may fail in cases where this assumption is
invalid. Later, the author [23] presented another method based
on the color-lines pixel regularity in natural images in order to
resolve the transmission better in isolated pixels that are lacking
their own estimates. Kratz and Nishino [24] proposed a method
related to the Tan solution [21]. This approach can recover a
haze-free image with fine edge details; however, the results tend
to be overly enhanced and suffer from oversaturation. Later,
they introduced a novel Bayesian probabilistic method [25] to
estimate the scene albedo and depth by fully leveraging their la-
tent statistical structures. Nevertheless, this technique produces
some dark artifacts in regions that approach infinite depth. In ad-
dition, He et al. [26] presented an effective method based on the
dark channel prior (DCP). In this approach, minimum filtering
is used to estimate a rough transmission map, and soft matting is
adopted to refine the rough transmission map to produce better
performance. However, due to the soft matting, the algorithm has
high computational complexity. Other approaches, such as bilat-
eral filtering [27], median filtering [28], [29], edge-preserving
filtering [30], and guided filtering [31], are used to optimize
the transmission to enhance the algorithm performance. Tarel
et al. [32] introduced a contrast-based enhancing approach to
remove the haze effects that was aimed at being faster than the
previous approaches. It is assumed that the atmospheric veil
function changed gently in the local region, so the transmission
coefficient of the medium can be estimated by pretreatment and
median filtering, which greatly simplifies the dehazing process
and improves the efficiency. Nevertheless, many parameters in
the algorithm cannot be adaptively adjusted. To retain the bal-
ance of overstretched contrast, Kim et al. [33] optimized contrast
enhancement by maximizing the blockwise contrast, while min-
imizing information loss due to pixel truncation. Furthermore,
Meng et al. [34] provided a transmission image optimization
algorithm by exploring boundary constraint and contextual reg-
ularization. This method can attenuate image noise and enhance
some interesting image structures. Ancuti et al. [35] demon-

Fig. 1. Atmospheric scattering model.

strated the utility and effectiveness of a fusion-based technique
for dehazing on a single degraded image. These inputs from
a hazy image are weighted by three normalized weight maps
and finally blended in a multi-scale manner that avoids artifact
introduction [36]. In addition, Zhu et al. [37] proposed a color
attenuation prior to create a linear model for the scene depth
of a hazy image. Their approach employs a supervised learning
method and utilizes the recovered depth information, thereby
making it easy to remove the haze from a single hazy image.

Although the above dehazing methods can achieve good re-
sults on a single image, the high computation limits their ap-
plications in real-time systems [38]. To maintain the balance
between efficiency and speed, a fast image restoration–based
method is proposed by assuming that a linear relationship exists
in the minimum channel between the hazy image and the haze-
free one. In this method, the transmission map is estimated
using a linear transformation model which has less computa-
tional complexity, and the atmospheric light is obtained with an
additional channel method based on a quad-tree subdivision by
using the ratio of grays and gradients in the region. With those
information, we can easily get the haze-free image through the
atmospheric scattering model.

The remainder of this paper is organized as follows. In
Section II, the atmospheric scattering model is introduced. The
image dehazing algorithm based on linear transformation is de-
scribed in Section III. Moreover, the method for estimating the
transmission map, along with the key steps in the estimation of
the atmospheric light, are described. In Section IV, the experi-
mental results are presented for comparison with those of other
methods. Our conclusions are provided in Section V.

II. ATMOSPHERIC SCATTERING MODEL

According to the atmospheric scattering theory, the scattering
of atmospheric particles is mainly divided into two parts: one is
the attenuation process of reflected light from the object surface
to the camera; the other is the scattering of airlight reaching the
camera [39]. A schematic diagram of the atmospheric scattering
model is shown in Fig. 1. The solid line denotes light from the
object to the camera; the dotted line represents airlight.

In computer vision and computer graphics, the scattering
model of a hazy image can be expressed as

E(d, λ) = E0(λ)e−β (λ)d + E∞(λ)(1 − e−β (λ)d) (1)

where λ is the wavelength of visible light, d is the distance from
scene to camera, β(λ) is the atmospheric scattering coefficient,
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Fig. 2. Flow chart of proposed method

and E0(λ) and E∞(λ) are the radiation intensity at x = 0 and
x = ∞, respectively.

This kind of dehazing method serves to remove the effect of
atmospheric light in order to restore the details of the image and
color information. Let I(x) = E(d, λ), J(x) = E0(λ), t(x) =
e−β (λ)d , A = E∞(λ), (1) can be simplified to

I(x) = J(x)t(x) + A(1 − t(x)) (2)

where x is the coordinates, I(x) is hazy image, J(x) is the haze-
free image, A is the atmospheric light, and t(x) is the medium
transmission map.

As shown by (2), the main difficulty in solving single image
dehazing is the double unknowns of the haze-free image J(x),
and the transmission map t(x), which is severely ill-posed. How-
ever, if the depth information of an image is known or if we have
some prior knowledge for the single image, then J(x) can still
be resolved.

III. DEHAZING METHOD BASED ON LINEAR TRANSFORMATION

The flow chart of the proposed method is shown in Fig. 2,
which is divided into three steps according to the atmospheric
scattering model. 1) Atmospheric light estimation is performed
through grayscale transformation to find Ig (x). Then, the quad-
tree subdivision is adopted to obtain the sky region, R(x), and
finally, the atmospheric light A is obtained by calculating the
average gray of the sky region. 2) A transmission map is es-
timated by calculating the minimum color channel of I(x) to
obtain Ic(x). Then, the linear transformation algorithm is used
to estimate the rough transmission map, tr (x), and finally, the
Gaussian blur method is used to refine the rough transmittance
function to obtain t(x). 3) Image restoration with parameters
t(x) and A is used to recover the haze-free image based on the
atmospheric scattering model.

A. Transmission Map Estimation

1) Linear Transformation: The effect of atmospheric light
on imaging increases as the distance from the scene to the obser-
vation point increases, and from the visual effect, the brightness
of the image is gradually increased as the fog thickens. To es-
timate the medium transmission map, (2) can be transformed
into

t(x) =
A − I(x)
A − J(x)

. (3)

In color images, since at least one reflection coefficient of the
color component is very small, the numerator and denominator
were calculated for three color channels with minimum filter,

giving

t(x) =
min

c∈{r,g ,b}
Ac − min

c∈{r,g ,b}
Ic(x)

min
c∈{r,g ,b}

Ac − min
c∈{r,g ,b}

Jc(x)
(4)

where c is the color channel of the hazy image, c ∈ {r, g, b},
Ic(x) is the c channel value at pixel x of I . Suppose the atmo-
spheric light A is the vector with the value {A0 , A0 , A0}, then
(4) will change to

t(x) =
A0 − min

c∈{r,g ,b}
Ic(x)

A0 − min
c∈{r,g ,b}

Jc(x)
. (5)

Because the transmission rate is related to the distance under
hazy conditions, the larger imaging distance, the higher the pixel
value on the image. Therefore, suppose in the imaging process,
the minimum color component of the three channel increases
linearly as the transmission rate increases, which is

min
c∈{r,g ,b}

Jc(x) ∝ min
c∈{r,g ,b}

Ic(x). (6)

Then, the above equation will be expressed as

min
c∈{r,g ,b}

Ic(x) = a × min
c∈{r,g ,b}

Jc(x) + b (7)

where a is the slope and b is the intercept. However, the addition
of two unknown parameters makes the equation more difficult.
Therefore, it is altered so that it is approximately expressed
using the piecewise region of a quadratic function

min
c∈{r,g ,b}

Jc(x) =
min

c∈{r,g ,b}
Ic(x)−Min

Max − Min
× min

c∈{r,g ,b}
Ic(x) (8)

where Max and Min are the maximum and minimum of

min
c∈{r,g ,b}

Ic(x), respectively. Thus, 0 ≤
min

c ∈{r , g , b }
I c (x)−Min

Max−Min ≤ 1.

Take i = min
c∈{r,g ,b}

Ic(x) as the independent variable on the hor-

izontal axis, and take j = min
c∈{r,g ,b}

Jc(x) as the dependent vari-

able on the vertical axis. The relationship curve between them
is shown in Fig. 3.

Therefore, in the range of [Min,Max], the linear relationship
of the piecewise function in the red solid curve can be approx-
imated by the green straight line in the graph. When i = Min,
then j = 0; when i = Max, then j = i.

A control factor, δ, is introduced into the expression to
constrain the speed of the linear change. Hence, (8) is
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Fig. 3. Curve of j changes with i.

Fig. 4. Curves of j changes with i under different δ.

changed to

min
c∈{r,g ,b}

Jc(x) = δ ×
min

c∈{r,g ,b}
Ic(x)−Min

Max − Min
× min

c∈{r,g ,b}
Ic(x)

(9)
where 0 ≤ δ ≤ 1. The variation of the curvature for different δ
is shown in Fig. 4, where the green curve, blue curve and red
curve correspond to δ = 0.7, δ = 0.85, and δ = 1, respectively.

As seen from Fig. 4, as δ decreases, the variation speed
of min

c∈{r,g ,b}
Jc(x) with min

c∈{r,g ,b}
Ic(x) decreases. In summary,

(3) can be expressed as follows:

t(x) =
A0 − min

c∈{r,g ,b}
Ic(x)

A0 − δ ×
min

c ∈{r , g , b }
I c (x)−min( min

c ∈{r , g , b }
I c (x))

max( min
c ∈{r , g , b }

I c (x))−min( min
c ∈{r , g , b }

I c (x))

× min
c∈{r,g ,b}

Ic(x)

. (10)

As shown by the above formula, I(x) is known. As long as
the value of A0 is known, then the whole image transmission
map will be obtained accordingly. Based on this formula, when
δ decreases, the obtained transmission maps and the restored
images are as shown in Fig. 5, where Fig. 5(a) is the hazy
image and the first row and second row of Fig. 5(b)–5(e) are
the transmission maps and haze-free images corresponding to
different δ from 1 to 0.4, respectively.

Fig. 5 shows that as δ decreases, the contrast of the trans-
mission map increases and the degree of dehazing is enhanced
accordingly.

2) Processing of the Brightest Region: In (9), the numerator
is always greater than the denominator; therefore, t(x) ≤ 1. If

min
c∈{r,g ,b}

Ic(x) ≤ A0 (that is, atmospheric light is the brightest

region), then 0 ≤ t(x) ≤ 1. Otherwise, when min
c∈{r,g ,b}

Ic(x) ≥
A0 , t(x) ≤ 0, which is unreasonable for the assumption that
0 ≤ t(x) ≤ 1.

In (10), suppose max( min
c∈{r,g ,b}

Ic(x)) = 0.95, A0 = 0.9, and

min( min
c∈{r,g ,b}

Ic(x)) = 0.05. Then, the curves of the transmis-

sion rate t = t(x) vary with i = min
c∈{r,g ,b}

Ic(x), as shown in

Fig. 6(a). As min
c∈{r,g ,b}

Ic(x) increases, t(x) gradually decreases;

moreover, when min
c∈{r,g ,b}

Ic(x) ≥ A0 , t(x) becomes negative.

The common operation is max(t(x), 0); that is, negative values
are set as 0, as shown in Fig. 6(b). However, this will lead to the
over-processing of the brightest regions.

To avoid this situation, the absolute value calculation is used
to obtain a positive value when the high brightness pixels are
greater than the atmospheric light. The brightness value is higher
than that of atmospheric light. Furthermore, the impact degree
from the haze is smaller. Thus, the higher the transmission rate
that can be set, the smaller the error. The variation curve is
shown in Fig. 6(c), where the red, green, blue, and black curves
relate to different δ. As δ increases, in the region of Max ≥

min
c∈{r,g ,b}

Ic(x) ≥ A0 , t(x) changes faster. As shown in Fig. 6(d),

when δ = 0.93, at the horizontal axis of min
c∈{r,g ,b}

Ic(x) = max,

the output t(x) reaches 3. Although it can be processed with
min(t(x), 1) —that is, the values are set to be greater than 1—
this will ignore the difference in the brightness values. Thus, we
adopt the normalization method to address this kind of situation
with the normalized coefficient 1/t(Max). Then, (10) is changed
to

t′(x) =

⎧
⎨

⎩

|t(x)|, min
c∈{r,g ,b}

Ic(x) ≥ A0

1
max(t(Max),1) × |t(x)|, min

c∈{r,g ,b}
Ic(x) < A0 .

(11)
This process can ensure the continuity of the medium trans-

mission rate in the regions that are too bright.
3) Gaussian Blur: The transmission rate obtained via the

above method is pixel-based, which is greatly influenced by
its own grayscale value. Considering that the transmission rate
changes slowly in a certain area, it is necessary to carry out a
smoothing operation to improve the visual effect. The simple
average filtering is obviously unreasonable because it does not
take the weight into account and causes the edges to blur. This
means that the closer the relationship is between adjacent pixels,
the higher the weights should be. Otherwise, the weight should
be lower. Therefore, the weighted average method should be
used. The Gaussian blur method is used only to replace each
pixel value by the weighted average value of all pixels in the
pixel neighborhood. It has isotropic and homogeneous prop-
erties. With the template size M×N, the Gaussian function of
elements (x, y) can be expressed as

G(x, y) =
1

2πσ2 e−
(x −m / 2 ) 2 + ( y −n / 2 ) 2

2 σ 2 (12)
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Fig. 5. Transmission map and restored image with different δ. (a) Original image. (b) δ = 1.0. (c) δ = 0.8. (d) δ = 0.6. (e) δ = 0.4.

Fig. 6. Processing on bright region. (a) Negatives of t(x). (b) Negatives
replaced with 0. (c) Variation of t(x) with different δ. (d) Normalization
processing.

where σ is the standard deviation of the normal distribution
values; the greater the σ, the more blurred the images. Then, after
convolution of two non-null matrixes, the filtered distribution
map can be obtained. It is expressed as

t′′(x) = t′(x) ∗ G (13)

where ∗ represents the convolution operation and G is the Gaus-
sian window. Each pixel value is the weighted average of the
original pixel and its neighbors, which can yield a more effective
edge-preserving effect than average smoothing.

In addition to the above method, other approaches can be
used for image smoothing. Fig. 7 shows the processing results
with the different methods, where Fig. 7(a) is the hazy image and
Fig. 7(b)–7(h) are the restored images whose transmission maps
are processed with non-filtering, average filtering, median filter-
ing, Gaussian filtering, recursive bilateral filtering, anisotropic
filtering, and guided filtering, respectively.

According to the above experimental results, the filtered trans-
mission map is smoother from the visual effects, while the re-
covered image is more realistic. In the recovered image, the
effects of using a Gauss filter, anisotropic filter, and guided fil-
ter are better than those from the average filter, median filter,
and bilateral filter. The required times for the above filtering
methods to address a 600 × 400 pixel image in the MATLAB
environment are shown in Table I.

Based on the above results, considering both the effect and
efficiency of the operation, adopting the Gaussian blur method
for transmission map smoothing is reasonable. In practice, the
filter window is set to 15 × 15 pixels.

B. Atmospheric Light Estimation

Another key factor for solving (10) is the estimation of the
atmospheric light A0 , which is important in image dehazing
[40]. According to its own haze characteristics, a large amount
of haze will increase the brightness of an object in an image. In
Tan’s work [21], the brightest pixels in a hazy image are used as
the atmospheric light. Additionally, He et al. [26] used the pixels
with the highest intensity in hazy images. Then, the top 0.1% of
the brightest pixels were selected in the dark channel. However,
the above two methods were influenced by white objects.

Kim et al. [33] selected the atmospheric light in a hazy image
using a hierarchical searching method based on the quad-tree
subdivision. In this approach, an image is repeatedly divided
into four rectangular regions. The brightest region is chosen as
atmospheric light according to the threshold. This method is re-
liable; however, it employs only the average gray as the criteria
and results in white regions. Fig. 8(a) and 8(b) are images named
‘the forbidden palace’ and ‘Lake,’ respectively. The black re-
gions are the final selection result based on Kim’s method [33].
The expected sky regions are located on the stone and water
surfaces, respectively, due to the interference of white regions.

To improve the positioning accuracy and robustness, an ad-
ditional channel method is proposed based on quad-tree sub-
division; this method is based on the experience knowledge
that the sky areas are mainly distributed in the middle or upper
parts of images. First, the hazy color image is transformed to a
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Fig. 7. Effects of different filters on the transmission map. (a) Hazy image. (b) Without filtering. (c) Average filtering. (d) Median filtering. (e) Gaussian filtering.
(f) Recursive bilateral filtering. (g) Anisotropic filtering. (h) Guided filtering.

TABLE I
RUNNING TIME COMPARISON WITH DIFFERENT FILTERS

Methods Gaussian Average Recursive Anisotropic Median Guided
filtering filtering bilateral filtering filtering filtering filtering

Time (s) 0.021 0.016 0.039 0.530 0.048 0.097

Fig. 8. Sky region location using quad-tree subdivision [33]. (a) Quad-tree of
“the forbidden palace”. (b) Quad-tree of “Lake”.

gray image, and then, the image is divided into four parts xi
n ,

i ∈ [1, 2, 3, 4] represents the regions of upper left, upper right,
bottom left and bottom right, respectively. In addition, n is the
level of subdivision, where n = 1 represents the first subdivi-
sion on the source image. The average gray value of each region
S(xi

n ) is defined as the score of this region xi
n , and the formula

is expressed as

S(xi
n ) = mean(I(xi

n )). (14)

If the highest score region of the first subdivision is on
the upper-half of the image, i.e., max(S(xi

1)) ∈ [S(x1
1)|S(x2

1)],
then this region will be the new area that is divided into four
smaller blocks using the quad-tree method for the next iterative
step. Equation (14) is used to iteratively calculate the score until

the selected area is less than a predefined termination threshold.
Thus, the final region xfinal is obtained. However, if the highest
score region of the first subdivision is on the bottom-half (x3

1
or x4

1) of the image, then the upper-half regions (x1
1 or x2

1) will
be calculated with a weight coefficient η. Then, the scores of
{η × S(x1

1
), η × S(x2

1), S(x3
1), S(x4

1)} are compared, and the
region with the highest score is selected for the next subdivi-
sion. If the region is still on the bottom-half (x3

1 or x4
1) of the

image, then this region will be the new area that is iteratively
processed using the quad-tree method until the final region xfinal
is obtained. Otherwise, except to obtain candidate xfinal , the new
highest score region on the upper-half part (x1

1 or x2
1) of the im-

age will be subdivided to obtain another candidate final region
x′

final , which is called the additional channel.
There is an absolute termination condition in the above quad-

tree subdivision process; that is, if the difference between the
maximum average gray value and the second highest average
gray value is less than ST , then the region with the highest
score will not be divided further without considering whether it
reached the setting size. Assuming that in the nth level subdivi-
sion, the maximum score is S(xk

n ), then the absolute termination
rule is

min
∣
∣
∣S(xk

n ) − Sn (xk̄
n )

∣
∣
∣ ≤ ST (15)

where min is the minimum operation and k̄ is the remaining
regions of region k. If the above procedure may generate two
candidate regions of xfinal and x′

final , then the two regions will
be compared based on the ratio between the average gray and
the average gradient of each region, which can be expressed as

S ′(xi
n ) = meangray (I(xi

n ))/meangradient(I(xi
n )) (16)

where meangray is the average gray and meangradient is the
average gradient. Compare the S ′(xfinal) and S ′(x′

final) of two
regions, and select the larger one as the final sky region. Finally,
the top 10% brightest pixels in the final region were selected,
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Fig. 9. Flowchart of the method for estimating atmospheric light.

Fig. 10. Sky region positioning using the proposed method. Subdivision of
“the forbidden palace”. (b) Subdivision of “Lake”.

and the average gray value will be used as the atmospheric light
value A0 . The flow chart is shown in Fig. 9.

Two examples using the above method are shown in Fig. 10.
Fig. 10 shows that the expected sky regions are positioned in

the red-filled rectangle.

C. Haze-Free Image Recovery

According to the atmospheric scattering model, once the
transmission map t(x) and atmospheric light A0 are obtained,
the scene radiance can be recovered with the following formula
transformed from (2):

J(x) =
I(x) − A0

max(t(x), t0)
+ A0 (17)

where t0 is a lower bound used for restricting the transmission
map, which is set to 0.05. In addition, due to the influence
of different ambient light on imaging, the brightness of some
images is low; after the recovery, the overall visual effect may
be darker. Thus, the gray compensation method can be used to
adjust the brightness according to the actual situation.

IV. ANALYSIS OF THE EXPERIMENTAL RESULTS

To test the performance of the proposed method, numerous
experiments were conducted. All of the algorithms are imple-
mented in the MATLAB R2014 environment on a DELL note-
book computer with the processor i7-5500U @2.4 GHz with
8GB RAM. Hazy images for the experiments were classics in
the field and selected from well-known literature sources. They
cover city street scenes, natural scenery, aerial images, long-
shot scenery, and close-shot scenery. Some of the experimental
results are shown in Fig. 11, including a total of eight groups
of experimental images with the names ‘Hong Kong’, ‘House’,
‘Building’, ‘NewYork’, ‘Hill’, ‘Stadium’, ‘Trees’, and ‘Road’.
For each group, the first row is the original hazy image, and the
second is the haze-free image. The figure shows that using the
proposed method, the images—regardless of whether they had
marked or gentle changes of field depth or whether they were
color or gray images—obtained restored results with natural
color and clear details under all of the different conditions. This
feasibility and effectiveness of the transmission map estimation
shows that the method has strong robustness.

To reflect the reliability and advancement of the proposed
method, the experimental results were compared with those
of the other well-known methods on multiple images, such
as classical image enhancement [7]–[11], Kopf’s method [15],
Tan’s method [21], Fattal’s method [22], He’s method [26], [31],
Tarel’s method [32], Nishino’s method [25], Kim’s method [33],
Meng’s method [34] and Zhu’s method [37] with subjective
evaluation, objective evaluation, and time complexity.

A. Subjective Evaluation

1) Comparison With Image Enhancement Methods: Fig. 12
shows a comparison of the experimental results between the pro-
posed method and some image enhancement methods. Fig. 12(a)
is the hazy image. Fig. 12(b)–12(h) are the images processed
with grayscale stretching, histogram equalization, adaptive his-
togram equalization, the Retinex method, homomorphic filter-
ing, wavelet transform, and the proposed algorithm. As shown in
Fig. 12(b)–12(h), in the visual effects, all have different degrees
of changes. In Fig. 12(c)–12(e), the image contrast is remark-
ably enhanced; the details become clearer with brighter color.
However, in Fig. 12(g), the color tone significantly shifts and
loses the true color of the original. Fig. 12(b) and 12(f) have
minimal tone shifting overall; however, the improvement effect
is still not ideal. In Fig. 12(b), the grayscale stretching results
in the loss of some details. The edge of the mountain becomes
vague. In Fig. 12(f), the homogenous filtering method results in
a darker color with a lower contrast in the image. In contrast,
the method proposed in this paper shows obvious improvements
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Fig. 11. Part of the experiment results of proposed method. (a) “Hong Kong”. (b) “House”. (c) “Building”. (d) “NewYork”. (e) “Hill”. (f) “Stadium”. (g) “Trees”.
(h) “Road”.

Fig. 12. Comparison between our proposed method and the traditional image enhancement methods. (a) Hazy image. (b) Grayscale stretching. (c) Histogram
equalization. (d) Adaptive histogram equalization. (e) Retinex method. (f) Homomorphic filtering. (g) Wavelet transform. (h) Our method.

to the hazy image in both tone and detail recovery. The visual
effect is obviously better than that of the above methods.

2) Comparison With Well-Known Image Restoration Meth-
ods: The ‘House’ and ‘Flag’ images are used as the first group
of experimental images; they are rich in edge information and
depth information and frequently selected for comparison in lit-
erature studies. By adopting Kim’s method [33], He’s method
[31], Tarel’s method [32], Zhu’s method [37] and the proposed

method, the experimental results are shown in Fig. 13 for qual-
itative comparison. In Fig. 13(a), the first row is the hazy image
‘House’, the second row is the magnification of the red rectangle
in the source image, the third row is the hazy image ‘Flag’, and
rows 4 and 5 correspond to the magnified images of the red rect-
angles in the ‘Flag’ image. Fig. 13(b)-13(g) are the experimental
results of Kim’s method, He’s method, Tarel’s method, Zhu’s
method and the proposed method, respectively. Compared with



1150 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 19, NO. 6, JUNE 2017

Fig. 13. Comparison with well-known image restoration methods (group 1). (a) Hazy image. (b) Kim’s method [33]. (c) He’s method [31]. (d) Tarel’s method
[32]. (e) Zhu’s method [37]. (f) Proposed method.

the hazy images, the visibility and contrast of each restored im-
age are greatly improved, and all methods can achieve good de-
hazing effects for the corresponding hazy images. Nevertheless,
the different methods obtain different degrees of improvement.
For the ‘House’ image, the dehazing degree of Kim’s method is
the lowest from the visual perspective, whereas Tarel’s method
can realize deeper dehazing; however, it is accompanied by color
distortion. In particular, the red wall is darker in the restored im-
age. Relative to the above two methods, He’s method, Zhu’s
method and the proposed method can achieve better results.
However, from the magnified image in the second row, an obvi-
ous ‘halo’ artifact is shown in the image that used Zhu’s method,
and the overall effect of He’s method is also not as good as the
proposed method. For the ‘Flag’ image, the processing results
of Kim’s method, He’s method, Zhu’s method, and the proposed
method are the most prominent in terms of visual effects. From
the comparison of local details in the fifth row, Kim’s method
can obtain an outstanding result in the close-shot scenery with
vivid color and high contrast. However, the effect of the long-
shot scenery is not as good as in the other methods. He’s and
Zhu’s methods can achieve good compromises in both close-
and long-shot scenery. However, compared with the proposed
method, the restored image of the proposed method has better
sharpness, contrast, and color.

Then, the ‘Mountain’ image and ‘NewYork2’ images are
used as the second group of experimental images by adopting

Tan’s method [21], Kopf’s method [15], Fattal’s method [22],
Tarel’s method [32], He’s method [31], Kim’s method [33],
Meng’s method [34], Zhu’s method [37] and the proposed
method for qualitative comparison, and the experimental re-
sults are shown in Fig. 14. These two images are classical and
have long field depths. The reason that they were selected for
compassion is that the different recovered images are easily
download from the author’s websites.

Compared with the hazy image, the visibility and contrast of
the two whole images are greatly improved from Fig. 14(b)–
14(j), and all of the above methods can relieve the influence of
haze to some extent. Among those, Tan’s method, He’s method
and Tarel’s method have better dehazing effects on the hazy
images, especially for the long-shot scenery. However, Tan’s
and Tarel’s methods resulted in color shifting or over saturation,
which appears as pseudo color in the haze-free image. Kopf’s
method and Fattal’s method can better maintain the color of
the source image, but the overall effect lacks competitiveness.
The results of Meng’s method, Kim’s method, Zhu’s method
and the proposed results are similar, and the tones are relatively
consistent. However, the former three methods are not effective
at processing the sharp-jump edges of the field depth in the
scene. As shown by the amplified scenery images in the third
row, the produced images of the proposed method are more
clear, have a stronger sense of depth, and can overcome the
color distortion problem in Tarel’s method and Tan’s method.
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Fig. 14. Comparison with well-known image restoration methods (group 2). (a) Hazy image. (b) Tan’s method [21]. (c) Kopf’s method [15]. (d) Fattal’s method
[22]. (e) He’s method [31]. (f) Tarel’s method [32]. (g) Meng’s method [34]. (h) Kim’s method [33]. (i) Zhu’s method [37]. (j) Proposed method.

Fig. 15. Experimental results (group 1) of different methods on image “Swan”. (a) Hazy image. (b) Tan’s method [20]. (c) Nishino’s method [24]. (d) Tarel’s
method [31]. (e) Kim’s method [32]. (f) He’s method [30]. (g) Meng’s method [30]. (h) Zhu’s method [36]. (i) Proposed method.

The analysis of Figs. 13 and 14 shows that the proposed
method can recover haze-free images well from hazy images
with different depths of field, different environments, and differ-
ent illumination conditions. It shows outstanding performance
compared to some of the well-known methods in terms of human
visual perspective.

B. Objective Evaluation

Because subjective evaluation has inevitable bias, objective
evaluation criteria are usually used to measure the effects of
different methods [41], [42]. For the objective evaluation of im-
age dehazing, three aspects including mean square evaluation
(MSE), peak signal-to-noise ratio (PSNR) and structural simi-
larity (SSIM) [43] are employed for objective comparison. The
expressions of MSE, PSNR and SSIM are as follows:

MSE =
1

M × N

M −1∑

i=0

N −1∑

j=0

[f(i, j) − f ′(i, j)]

2

(18)

PSNR = 10 lg
f 2

max

MSE
(19)

SSIM = F (lc , cc , sc) (20)

where M and N are the width and height of the image; f(i, j)
is the original image or reference image, which is obtained by
changing the parameters of different methods manually and vi-
sually selecting the best one; f ′(i, j) is the restored image; fmax
is the largest gray value; and lc , cc , and sc are the luminance
comparison, contrast comparison and structure comparison,
respectively.

For the three indexes, a smaller MSE, a larger PSNR, or
a larger SSIM result in better image restoration. Due to the
dimensional differences among the three data types, all of the
data need to be normalized. The formula is expressed as

y =
(ymax − ymin) × (x − xmin)

xmax − xmin
+ ymin (21)

where xmax and xmin are the maximum and minimum values of
the data before normalization, ymax and ymin are the maximum
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TABLE II
DATA FOR THE DIFFERENT METHODS ON THE “SWAN” IMAGE

Index Tan’s Nishino’s Tarel’s Kim’s He’s Meng’s Zhu’s Proposed
method method method method method method method method

MSE 0.848 1.000 0.655 0.65 0.686 0.749 0.64 0.600
PSNR 0.668 0.600 0.849 0.859 0.802 0.736 0.878 1.000
SSIM 0.702 0.600 0.835 0.887 0.945 0.847 0.985 1.000
Comp 0.522 0.200 1.029 1.096 1.061 0.834 1.223 1.400

Fig. 16. Experimental results (group 2) of different methods on “Cones”.
(a) Hazy image. (b) [22] method. (c) [25] method. (d) [34] method. (e) [26]
method. (f) [33] method. (g) [37] method. (h) Proposed method.

and minimum of the normalized data, respectively. In this paper,
ymax = 1 and ymin = 0.6.

In addition, because the MSE varies inversely with
SSIM and PSNR, a comprehensive performance parameter is
expressed as

Comp = SSIM + PSNR − MSE (22)

where MSE, PSNR and SSIM are the normalized data.
The first group of experimental images is the ‘Swan’ image

from Tan’s personal website. The experimental image is shown
in Fig. 15, where Fig. 15(b)–Fig. 15(i) are the restored images
using Tan’s method [21], Nishino’s method [25], Tarel’s method
[32], Kim’s method [33], He’s method [31], Meng’s method
[34], Zhu’s method [37], and the proposed method, respectively,
and the quantitative experimental data are shown in Table II.
The proposed method achieved the best scores on the three
performance indexes MSE, PSNR and SSIM .

The second groups of experimental images is named ‘Cones’.
The experimental results in Fig. 16 from left to right are the hazy
image, followed by the images restored using Fattal’s method
[22], Nishino’s method [25], Meng’s method [34], He’s method
[26], [31], Kim’s method [33], Zhu’s method [37], and proposed
method, respectively.

Fig. 17 is the corresponding data graph of ‘Cones’, where
the columns in red, green, blue, and black represents the MSE,
PSNR, SSIM and Comp data, respectively. In Fig. 17, MSE,
PSNR, SSIM and Comp all have the best results. This fully shows
that our method can obtain not only high color fidelity but also
get better image structure from hazy images. In addition, it has
outstanding comparativeness to the other methods.

Fig. 17. Experimental data histograms for the image “Cones”.

Fig. 18. Source images for the experiments.

TABLE III
DATA FROM THE DIFFERENT METHODS ON FIG. 18 IMAGES

Index Tarel’s Kim’s He’s Meng’s Zhu’s Proposed
method method method method method method

Image 1 0.200 1.062 1.379 1.243 1.242 1.261
Image 2 0.220 1.243 0.694 1.246 0.614 1.400
Image 3 0.200 0.911 0.997 0.534 0.621 1.400
Image 4 1.085 0.880 1.359 0.200 1.033 1.235
Image 5 0.775 0.949 1.097 1.004 0.200 1.400
Image 6 0.303 0.548 0.832 0.767 0.200 1.400
Image 7 0.325 0.938 0.546 0.493 0.297 1.400
Image 8 0.200 0.842 0.464 0.796 0.816 1.400
Image 9 0.200 0.956 1.124 1.007 0.518 1.400

The other group’s experiments are also performed to com-
pare the proposed method with the other methods. The source
images are from different scenes and have different depth char-
acteristics. Fig. 18 shows the images, and Table III shows the
comparison of the experimental results based on the Comp item.

Table III shows that, for the nine images, the proposed method
can achieve the best value on seven images. For the other two
images, it has the second best value, which fully shows that our
method can obtain not only high color fidelity but also obtain
better image structure from hazy images. In addition, it has
outstanding comparativeness to the other methods.

C. Computational Complexity

To verify the speed advantage of the proposed method, various
images with different sizes were tested, and the running times
are compared with He’s method [26], [31], Tarel’s method [32],
Meng’s method [34] and Zhu’s method [37]. Here, He1 is the
DCP+soft matting method [26], and He2 is the DCP+guided
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TABLE IV
RUNNING TIME OF THE DIFFERENT METHODS (UNIT: S)

Resolution He1 [26] Tarel [32] Meng [34] He2 [31] Zhu [37] Proposed
(pixels) method method method method method method

600 × 400 21.763 7.656 1.243 0.584 0.887 0.048
800 × 600 47.926 23.147 2.290 1.205 1.699 0.075
1024 × 768 83.776 56.873 3.796 3.766 2.675 0.115
1600 × 1200 – 303.153 9.380 7.765 6.546 0.237
2048 × 1536 – 721.632 15.885 14.561 10.732 0.362
3200 × 2400 – 4138.646 35.536 31.329 27.363 0.728
4096 × 3072 – – 65.211 52.434 44.352 1.133

filtering method [31]. The window size used to calculate DCP is
set to 15 × 15 pixels. To ensure the fairness of the comparison,
all programs of the different methods are run in the MATLAB
environment, the atmospheric light is set to the same value in
initialization, the program code is mainly running for transmis-
sion map estimation, and image restoration is performed five
times to find the average time. From Table IV, it is evident that
the He1 method has the lowest operational efficiency on a single
image, where the symbol ‘-’ stands for ‘out of memory.’ This
result is mainly because the soft matting is a problem when
solving large sparse linear equations with high computational
complexity. It can only be used to calculate finite size images.

Tarel’s method was optimized using a median filter; however,
as the size of the image increased, the computational complexity
rapidly increased. In the He2 method [31], the guided filter was
used to replace the soft matting in the He1 method [26]. The
running time was greatly improved after the optimization, and it
showed that it can quickly process a large image. The efficiencies
of Meng’s method and Zhu’s method are similar to that of the
He2 method. Zhu’s method used the linear model and guided
filter; as the image size increased, the running speed remains
fast. Compared to the above methods, the proposed method has
outstanding running efficiency. From a 600 × 400 pixel image
to a 4096 × 3072 pixel image, the number of pixels increases
approximately 50 times; however, the time consumption is only
23 times longer. It takes only 1.1 s to complete the operation on
a 4096 × 3072 pixel image, which is only 1/40 of the time of
Zhu’s method. Thus, it is obvious that our proposed method has
the absolute advantage of running time over the other methods.

To compare the increasing speed of the computing time for
each method when the image size increased, the relative time
approach was employed for comparison. Assuming that the pro-
cessing time of the minimum size image is t1 , the relative oper-
ation time is expressed as

Tr = tn/t1 . (23)

In which n is the image index, which increases with of the
size of test images. The relative time curves of Meng’s method
[34], the He2 method [31], Zhu’s method [37] and the proposed
method are shown in Fig. 19. For each size, ten different images
are selected for the test, and each image will be calculate ten
times. All the computational times of the same size images will
be averaged.

Fig. 19. Curves of relative time changing with the image size.

As shown in Fig. 19, as the image size increases, the relative
time of the various methods all gradually increase. The He2
method has the maximum slope, and its changing rate is the
fastest; Zhu’s method and Meng’s method have basically the
same changing trend, while the proposed method is the slowest.
This is mainly because the linear model was adopted for esti-
mating the transmission map, and the main operation time was
derived from the optimization with the Gaussian filter. To sum
up, our proposed method has a highly efficient implementation.

The proposed method only needs approximately 48 ms to
complete single image dehazing on a 600 × 400 pixel image
in the MATLAB operating environment. Thus, it can meet the
needs of 20 frames per second in a real-time system. As the
image size increases, the running time slowly increases, which
is suitable for the dehazing of large images.

V. CONCLUSION

In this paper, under the assumption that the smallest color
channel of a hazy image has a linear relationship with that of
its haze-free image, a simple and efficient method of transmis-
sion map estimation was proposed. The weakening strategy was
designed to solve the problem of brightness distortion in some
areas, and Gaussian blurring was adopted to refine the transmis-
sion map. Furthermore, to adapt to the position of the sky area
and obtain the atmospheric light, an additional channel method
was presented based on a quad-tree subdivision by using the
ratio of average grays and gradients in the region for accurate
estimation.

In this method, the estimation of the transmission map is
based on a linear model that includes only linear operations
without any exponential operations or sample training. There-
fore, it is easy to realize and has less computational complexity.
The main operation time of this algorithm was derived from
the transmission optimization with a Gaussian filter, while the
fast filter makes the Gaussian filtering work quickly. Therefore,
for large image sizes or video from hazy conditions, it can not
only improve the dehazing effect but also guarantee the comput-
ing speed. The experimental results show that the method can
avoid the phenomena of over saturation and halo effects, and the
restoration of details and color is very natural, which can not
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only meet the visual requirements in subjective terms, but it has
great advantages in the implementation efficiency. Moreover, it
can be used for image feature analysis and recognition in real-
time outdoor systems. The main problem in the algorithm is
that the color of the restored image may darken with increased
dehazing level, although some image processing methods can
be used for correction. A method of adaptively determining the
correction parameters or avoiding this phenomenon still needs
to be further improved and perfected in the future.
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